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Abstract. In introductory programming and other problem-solving ac-
tivities, students can create many variants of a solution. For teachers,
content developers, or applications in student modeling, it is useful to
find structure in the set of all submitted solutions. We propose a generic,
modular algorithm for the construction of interpretable clustering of stu-
dents’ solutions in problem-solving activities. We describe a specific re-
alization of the algorithm for introductory Python programming and
report results of the evaluation on a diverse set of problems.

1 Introduction

Learning environments often provide problem-solving activities, where students
construct solutions that are automatically evaluated for correctness while still
allowing for multiple approaches. We focus on introductory programming in
Python, but similar types of problems are common in computer science edu-
cation (e.g., regular expressions, SQL), mathematics (geometry constructions,
logic proofs), or physics (gravity, electrical circuits).

Even for a simple problem, there may be many solutions; see Fig. [l| for a
specific illustration for introductory programming. All these programs passed
functionality tests, yet they differ significantly in their style and quality. Online
learning environments collect a large number of solutions, and it is not feasible to
analyze all of them manually. It is thus useful to use machine learning techniques
to uncover structure in the solution set, particularly to cluster similar solutions.

Such clustering has several use cases. To teachers, it provides a summary of
students’ approaches, examples of poor style, or inspiration for class discussion
[6]. The understanding of students’ solutions is also valuable for content authors;
the clustering can reveal that a problem is solved in an unexpected way, which is
helpful for guiding revisions and the development of new content [13]. Another
application is automating feedback to students [I7JI8]. If we are able to find
sufficiently coherent clusters, we can use the same feedback message for the
whole cluster. Clustering can also be used to improve student models since the
cluster into which a solution belongs provides additional information about the
student’s state beyond the commonly used answer correctness and response time.
For example, a solution to a programming problem can contain evidence of a
misconception or insufficient understanding of some programming concepts.



def count_a(text): def count_a(text): def count_a(text):

X =0 n=20 x = text.count('a') \
for i in range(len(text)): for i in text: + text.count('A")
if text[i] == "A" or \ if i == 'a' or \ return x
text[i] == "a": i=="'A":
X +=1 n+=1
return x return n
def count_a(text): def count_a(text): def count_a(text):
count = 0 text = text.upper() count = 0
for i in text.lower(): count = 0 for i in text:
if i == "a": for letter in text: if i == "a" or i == "A":
count += 1 if letter == "A": count = count + 1
return count count += 1 return count

return count

Fig. 1. Examples of students’ solutions to the following programming problem: “Write
a function that counts the occurrences of letters ‘a’ and ‘A’ in a text.”

Clustering of students’ solutions has been tackled before, even specifically
for the introductory programming [BJ5I21]. Yet, no algorithm was developed that
would lead to a small number of interpretable clusters, as needed for many of the
outlined use cases. Consider, for instance, feedback writing. Having a guarantee
that all solutions in the cluster contain for and if, and do not contain ord can
save you from manually inspecting all the solutions.

Previously proposed algorithms that consider interpretability are based on
some notion of exact matching (e.g., equivalence after canonicalization), which
leads to hundreds of small clusters [6J9JT4]. With so many clusters, the complete
clustering is not well-interpretable, even if the individual clusters are. Another
substantial limitation of these previous attempts is that they were evaluated
on just 3 or 4 similar problems, and it is not at all clear how well they would
generalize beyond them.

Outside of the educational domain, several interpretable clustering algo-
rithms have been proposed. They describe clusters using either branches in a
decision tree [2I4UT5], frequent patterns [19], or the most relevant features in ma-
trix decomposition [8]. These algorithms cannot be used off-the-shelf for cluster-
ing students’ solutions since they are not designed to utilize varying importance
of solution’s features, e.g., the occurrence of recursion vs. addition.

In this paper, we formulate the problem of interpretable clustering of stu-
dents’ solutions in terms of desirable properties of such clustering. We then
propose a generic algorithm to solve this problem, describe its specific realiza-
tion for introductory programming in Python and report the results it gives for
a diverse set of problems.

2 Interpretable Clustering Problem

The general aim of interpretable clustering of students’ solutions is to compute
clusters of solutions that are useful for the intended applications where the in-
terpretability is indispensable. To facilitate interpretability, the output should
consist of not just the clusters of solutions but also their succinct description. An



example of such description is “for, if, or, no [i]” for solutions that use
for, if, and or and do not use indexing. Although the utility of a clustering de-
pends on the specific application, we can formulate three general key properties
of any interpretable clustering: homogeneity, interpretability, and coverage.

Homogeneity. Each cluster should be compact, i.e., the solutions within the
cluster should be similar to each other. In addition, the clusters should be well
separated from each other, i.e., the solutions from different clusters should be
dissimilar. These two requirements apply to non-interpretable clustering as well,
and many metrics to quantify them have already been proposed, e.g., variance
ratio, Xie-Beni index, and Silhouette coefficient [I6]. Many of these metrics de-
fine homogeneity as the ratio between within-cluster compactness and between-
clusters separability. Compactness can be measured, for instance, as the average
distance between two points in the cluster and the separability as the distance
from the cluster centroid to the closest centroid of another cluster.

Interpretability. Each cluster should be accompanied by a succinct de-
scription. These descriptions should provide insight into students’ approaches
and facilitate the writing of useful feedback applicable to all solutions in the
cluster. Some applications require perfect recall of the descriptions, meaning
that the description applies to all solutions in the cluster. Without perfect re-
call, the description could easily mislead the user to write feedback that does
not make sense for some of the solutions. This condition is also referred to as
strong interpretability or I1-interpretability [19]. Ideally, the description should
apply only to the solutions in the cluster being described (perfect precision). We
may, however, trade off precision for improvement in other criteria.

Coverage. Each cluster should cover a reasonable portion of the solutions.
Consequently, a small number of clusters should be sufficient to cover a vast
majority of the solutions. For most applications, we do not need to have complete
coverage — it is sufficient to cover all the typical solutions and report the rest as
atypical. The appropriate number of clusters depends on the application; in our
experience, 4 to 8 clusters are appropriate for writing feedback and providing
insight to authors.

3 Interpretable Clustering Algorithm

In this section, we describe an algorithm that solves the interpretable clustering
problem. The proposed algorithm is flexible — it can be applied to any problem
type just by specifying appropriate features, and it can be adapted to different
use cases by adjusting parameters that determine focus on individual criteria
(homogeneity, interpretability, and coverage). Thus it constitutes a good starting
point against which to compare more complex or specialized approaches.

In the description of the algorithm, we use the following terminology: feature
is a property of a solution (e.g., usage of a concept like if or nested loops),
clause is a single feature with an optional quantifier (e.g., many if, no elif),
pattern is a conjunction of multiple clauses, and label is a short, possibly impre-
cise description of the pattern.
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Fig. 2. Overview of the proposed interpretable clustering algorithm.

The input to the algorithm is a set of students’ solutions to a given problem,
represented in the form of a feature matrix. The features should be interpretable
properties of the solutions, such as recursion. The algorithm describes the
clusters by patterns over these interpretable features. In the final stage, the
patterns are converted to short labels by omitting less important clauses.

The algorithm consists of four stages (Fig. , which are to a large degree
independent and can be individually improved — or even approached in a dis-
tinctively different way than in our proposal. The four stages are:

1. feature selection: For the given problem, we select a small set of important,
relevant, and distinct features.

2. pattern mining: Combining the selected features, we generate a set of
candidate patterns that capture a large portion of the solutions, with the
preference for short patterns with important features.

3. pattern selection: We score each candidate pattern with respect to its
homogeneity, interpretability, and coverage. We then select the pattern with
the highest score, remove matching solutions and repeat. We stop once we
have enough patterns, or earlier if there is no pattern with a high score.

4. clustering summarization: We summarize each cluster by a short label
derived from the pattern, together with a few examples of specific solutions
from the given cluster.

A useful tool for understanding, implementing, and improving the algorithm
is the feature matrix visualization with a column for each solution and a row for
each feature (Fig. . If we cluster the solutions according to the selected feature
patterns, we can see homogeneity and coverage of individual clusters at a glance.

3.1 Feature Selection

Different problem types need different features. For regular expressions problems,
individual letters might be sufficient, while for programming problems, letters
would be useless. Instead, we can extract keywords and compute statistics such
as the number of variables from the abstract syntax tree of the program [7UT7I20].
A completely different set of features can be obtained by similarity analysis, e.g.,
edit distances to other solutions [I2I21], or dynamic analysis, e.g., variable values
sequences [6/9].

Many of these features might be useful for non-interpretable clustering, but
only the ones that are interpretable by themself are suitable for the interpretable
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Fig. 3. Clustered feature matrix for the problem Count A with highlighted solutions
a—f from Fig. [I} Each column corresponds to one solution, each row to one feature.
Color hue denotes presence of features in solutions. Darker colors denote features in
the corresponding pattern.

clustering. The more comprehensive and interpretable features, the better the
output of the clustering algorithm, which is why some authors hand-crafted very
specific features such as shape of the memoization array for dynamic program-
ming problems [14], or whether a given sorting function is in-place [20].

Our algorithm can utilize domain knowledge about importance (interpretabil-
ity) of the features in the form of feature weights. Instead of setting them man-
ually, the weights can also be estimated from the data, e.g., based on the preva-
lence of the feature in the solutions.

If we define the features and their weights for a problem type, then only a
fraction of these features might be relevant for any specific problem. Therefore,
in the first stage, we select a set of useful features for the given problem. We use
a greedy approach: considering one feature at a time, starting with the feature
with the highest weight, we select the feature unless it is either extremely rare,
used in nearly all solutions, or too similar to one of the already selected features.
To measure the similarity between two features, we use the Jaccard coefficient
(ratio of intersection and union) of the sets of solutions containing these features.

To illustrate the feature selection, let us consider the Count A problem (Fig.
. The algorithm — assuming thresholds discussed later in section— selects
15 features that are listed in Fig. [3] It skips 10 rare features, e.g., recursion,
which was used in only 4 out of 240 solutions. It also skips 6 features too similar
to other already selected, e.g., if, which closely coincides with more specific
for-if.

3.2 Pattern Mining

The next step is to generate frequent patterns using the selected features. In
contrast to the well-known apriori algorithm and other general pattern mining
techniques [10], we take into account the interpretability of the patterns by
preferring fewer clauses and important features (i.e., features with high weights).
Our approach is similar to the depth-first tree projection algorithm for mining
frequent itemsets [I], using feature weights for the ordering of the features.



We generate the candidate patterns recursively, starting from an empty pat-
tern. For each feature and each possible quantifier, we try to extend the parent
pattern by one clause (quantified feature). We then check whether the extended
pattern is sufficiently frequent (i.e., whether there are enough solutions that
match the pattern) while simultaneously not too similar to the parent pattern
(i.e., whether there are enough solutions that match the parent pattern but
not the extended pattern). If both conditions are met, we include the extended
pattern into the candidate set and search for more specific patterns recursively.

The search tree can differ a lot between problems, so it is impossible to
have a single set of universal thresholds. We circumvent this issue by iterative
deepening: we start with tight thresholds, run the search and iteratively loosen
the thresholds until we find a sufficient number of patterns (e.g., 1000).

We introduce two additional modifications that increase the interpretability
of the generated patterns. First, we increase the thresholds on the pattern in-
clusion in proportion to the length of the pattern, expressing the preference for
shorter patterns. Second, we increase the number of considered features in each
iteration (iterative broadening), expressing the preference for important features.

3.3 Pattern Selection

To select patterns, we use a greedy approach known as sequential covering [11].
In each iteration, we score all candidate patterns, select the best, and remove
matching solutions. This process is repeated until we select a prespecified number
of patterns or until there is no pattern with a score above a prespecified threshold.
Instead of using a constant threshold for the minimum score, we can increase it
in each iteration; this is useful when the problems are diverse: starting with a
low threshold ensures that at least some patterns are selected, while increasing
it after each iteration avoids selecting an excessive number of patterns.

Pattern scoring reflects the desirable properties of homogeneity, interpretabil-
ity, and coverage. We operationalize these properties using scores with a value
between 0 and 1; a higher value is better. In the following discussion, we highlight
the high-level idea and rationale behind each part of the scoring function. We
also briefly mention specific formulas used in our realization of the algorithm.

Homogeneity consists of two aspects — hard and soft — which are av-
eraged. Hard homogeneity is the degree to which all solutions in the cluster
share some features (or their absence). Hard homogeneity is closely related to
interpretability and actionability of clusters since exact matches are easy to un-
derstand and act upon (e.g., in feedback). We quantify hard homogeneity as
the sum of weights of the shared features, normalized by the sum of weights of
all relevant features selected for the problem. Soft homogeneity is the degree to
which solutions in the cluster are similar and differentiated from other clusters.
Soft homogeneity also applies to non-interpretable clustering, but the standard
measures like Silhouette coefficient [16] must be adapted to work with an incom-
plete clustering. We quantify soft homogeneity as max(0,1 — D;,,/D yut), where
D, is the mean distance from a solution within the cluster to the centroid, and
D, is the mean distance from a solution outside the cluster to the centroid.



Interpretability considers four properties of the pattern; the interpretabil-
ity score is the product of the individual criteria. The pattern should be short
(long patterns are harder to interpret) and contain features that are important
and positive (negative clauses are harder to interpret). The fourth aspect is pre-
cision, which expresses the preference to avoid “false positives,” i.e. solutions
matching the pattern that are already assigned to one of the previous patterns.
Specifically, the length score is b“~!, where L is the number of clauses and
b = 0.95; the importance score is the average of the maximum and mean fea-
ture weights, normalized by the maximum weight over all selected features; the
positivity score is 1 — ¢ - (proportion of positive clauses), using ¢ = 0.5; and the
precision is the ratio of the number of solutions in the cluster to the number of
all solutions matching the pattern.

Coverage is based on the size of the cluster. A straightforward approach
would be to make the coverage score equal to the relative size r of the cluster.
However, it is more important to distinguish clusters of the sizes 3% and 6%
than clusters of sizes 53% and 56%, so it is preferable to use a nonlinear scoring
function. We use a simple, one-parametric piecewise linear function. Specifically,
the coverage score is %r for r < k and ﬁr—i— 1— ﬁ for r > k, using k = 0.2.

Overall score. To combine these three criteria into a single score, we take
their harmonic mean. The harmonic mean is more sensitive to the lowest value
than the arithmetic mean, which better suits the requirement that all three
criteria should be reasonably satisfied — even perfect coverage cannot make
up for poor interpretability. If one of the criteria is more important for the
considered use case, weighted harmonic mean can be used.

3.4 Clustering Summarization

Finally, it is useful to provide a short description of each cluster, as the full pat-
terns are sometimes too long. A basic step is to remove implied features (e.g.,
for-if implies if). We can also simplify patterns by omitting some less impor-
tant clauses. For example, negative clauses like no import are only informative
if the feature appears in many solutions; otherwise, the user is likely to assume
that the feature is not used unless specifically mentioned in the pattern.

4 Application to Python Programming

We have developed a proof-of-concept implementation of the algorithm and ap-
plied it to introductory Python programming data. The data come from an online
learning environment umimeprogramovat.cz, which is used by both high school
and university students. The environment offers quite a standard interface for
solving programming problems: students see a problem statement and a sample
testing data, write the code inside the browser, and after each submission, their
solution is evaluated on hidden tests. If the submitted program is incorrect, the
student can improve it and submit again. In this work, we consider only the
correct solutions (i.e., the solutions that passed the tests).



The problems in the environment cover most topics typically included in the
first university programming course (CS1). The simplest problems are one-line
programs, such as writing a logic condition. The most difficult ones can still be
solved with up to 15 lines of code but involve non-trivial concepts like lists and
nested loops and take an average student around 15 minutes. The number of
collected solutions ranges from 80 to 550 per problem.

4.1 Methodology and Setting

We have developed the algorithm iteratively using 11 problems (2 358 solutions).
We have manually labeled a subset of solutions from these problems to clarify
the desirable output of individual stages and perform experiments to refine the
algorithm and find reasonable values for parameters. After this design phase, we
reached the algorithm as described above. Then, we tested the algorithm on 11
new problems (2 598 solutions) without any change to the algorithm, parameter
values, or feature weights. The number of problems may seem small, but our
dataset is actually much more diverse than the datasets used in previous work
[6/9IT4], which contain just 3 or 4 similar problems.

The algorithm requires specification of features relevant for a given problem
type, together with their weights. We automatically extract about 100 features
from the abstract syntax tree. Most features correspond directly to a node in
the abstract syntax tree (e.g., for, if), but a few are derived from relationships
between multiple nodes (e.g., recursion, for-if). In addition, we use features
short and long for programs that are below the first or above the last quartile
in the number of lines for a given problem.

To set the feature weights, we used a semi-automatic approach. We started
with weights estimated by a heuristic based on how soon and how frequently the
feature appears in students’ solutions (considering the ordering of problems in
the learning environment), and then we manually adjusted some of the weights
according to our experience with feedback writing.

To set values for other parameters, we used the training set of 11 problems.
The advantage of the modular approach is that individual stages are largely in-
dependent, and thus each parameter can be set by analyzing inputs and outputs
of a single stage. Using this approach, we reached the following setting:

feature selection: max. 20 features, rel. size limit 0.02, min. difference 0.1,

— pattern mining: max. 1000 patterns; 12 + ¢ features and relative size limit
0.09 — 0.01 - 4 in the i-th iteration (i € 1,2,...,8),

— pattern scoring: unit weights in the harmonic mean; coverage score function
with k£ = 0.2, length score base b = 0.95, positivity effect ¢ = 0.5,

— pattern selection: max. 10 patterns, min. score 0.05 - ¢ in the i-th iteration.

4.2 Results

Fig. [ contains a compact overview of the obtained clusters for the 22 problems.
The problems are displayed in the same order in which they appear in the learn-



Big Even M elif, and M if, and, or M if, else, long ! noif, and 1 max (|| froei .

Middle Number M elif, else, many logic ops @ elif, no and, logic ops @ sorting ~ if, many and W el Oy -
Horseshoes @ elif, else W elif, % ® elif, aux. var. W no elif O W s I
Rock Paper Scis. M elif, else, many and, or M many elif, and |- O0&Rn - ~ elif, else, or [] m::,'f-
Even Numbers M for-if ® no for-if, * (e I
Factorial @ recursion ® for =
Divisors | forif n
Print Products M for-for-if ® %,/ M %, no long, / 1 %, long I
Digit Sum @ while, += W for, no list, [i] H while, no += - for, no [i] @ sum .
Fibonacci @ for, short @ for, no if, no short O Enlls W wnie W ifor
Empty Square | for-for-if O&Rrpes W outer-if Moritfor | pofordt I

Chessboard 1 nested-for, for-if, no if-for W for-if-for-if 1 noforforit. 1 ouerit

Big N @ for-for-if @ no for-for, str-mult, short M no def, str-mult, no short ® def !
Pyramid @ for-for-if @ str-mult, short M no for-for-if, for-for W S5mut: [ Joeadantnnls .
Count A" M for-if, [il, or @ for-if, no [il, or, += @ count, short O fgEls Jcricleey l'o",f'ff;,'ﬂ”‘-
First Letters M for-if, no aux. var, and @ no for-if, aux. var. W ana @ split, no aux.var. W 0 M forif, no and
Censorship @ for-if, str-add, [i] | Mlasam @ i @ [ab) !":.:‘U;:I
Alphabet M no nested loops, for-if, chr @ no for-for, no for-if, chr, % ! for-for ~ no nested loops, [i] W while-for .
Multiples of Five  for-if Wuwhicit @ I
Unique Items @ for-if, not in ~ for-if, in |l [0 |
Print Primes @ def, while-if W while-for-if, while-if © nested-for  Munietior !::m‘"'.
Most Common M for-for-if * for-if, count, no sorting ! forif, sorted I for-if, sort @ counter || poforionit .

Annotations W weak feedback ! slightly non-homogeneous 0 I
@ good solutions W strong feedback 1 unsuitable cluster computed homogeneity

Fig. 4. Overview of clusters found by the algorithm, together with a manual rating of
their quality. The gray rectangles correspond to the remaining unclustered solutions.

ing environment, i.e., approximately from easier to more difficult. The problems
used for training are marked by an asterisk.

Each rectangle represents one cluster: width corresponds to coverage, color
to computed homogeneity, and the label can be used for basic assessment of
cluster interpretability. For each cluster, we created a detailed report — com-
plete patterns and a sample of solutions belonging to the cluster. Based on these
reports, we manually classified each cluster into one of five categories: good so-
lutions (a homogeneous set of solutions that do not require feedback), strong
feedback (a set of solutions for which we can provide clear and useful advice that
is applicable to all of them), weak feedback (similar to strong feedback, but the
feedback is rather a hint or a suggestion), slightly non-homogeneous (the cluster
makes sense, but is not completely homogeneous), and unsuitable cluster (highly
non-homogeneous or hard to interpret).

Overall, the results show that the algorithm can generate useful and inter-

pretable clusters. For many clusters, we can provide strong feedback, e.g., in
the Count A problem, there is a large “for-if,or,[i]” cluster (Fig. ) for



which we can provide the following feedback: “This problem can be solved more
elegantly without indexing.” Negative clauses are often indicative of useful feed-
back, especially if the feature in question is important and used by most of the
other solutions. For example, in the Rock Paper Scissors problem, the 3rd cluster
contains long solutions that use many nested ifs. Useful feedback is to show how
the solution to such problem can be greatly simplified using logical operators.
Similarly, students in the 6th cluster write complicated code without elif; they
might even not know this useful construct.

As another example, consider the simplest problem in the dataset: Big Even
(“Write a function that returns True if the larger of the two numbers is even.”)
Students were expected to solve this problem with one line of code. These com-
pact solutions are in the cluster “no if, and,” which is slightly non-homogeneous
due to presence of a few longer solutions. The output of the algorithm reveals
that students solve the problem in other ways than anticipated and provides
useful impulse for system designers (e.g., for the development of new, scaffolded
problems). The three largest clusters also afford clear and useful feedback.

The algorithm sometimes produces clusters that are not sufficiently homo-
geneous or satisfactory. This is mostly the case of the last clusters. These cases
could be partially resolved by further tinkering with the algorithm parameters,
but partially it is a consequence of the basic greedy strategy used in the al-
gorithm. The problematic cases are distributed relatively uniformly among the
training and test set, i.e., it is not the case that we have overfitted the training
set, but rather a sign that some problems would require a more tuned or im-
proved algorithm. However, for some cases, it would be challenging to provide a
high-quality interpretable clustering even for a human expert.

5 Discussion

The central aim of this work is to highlight the issue of interpretability in the
context of clustering of students’ solutions in problem-solving activities. For this
purpose, we propose a generic, modular algorithm and demonstrate its applica-
tion to data from introductory Python programming. The algorithm is able to
produce useful, interpretable, and actionable clusters — they provide useful in-
sight for content authors and allow efficient distribution of feedback to students.
The limitation of the presented work is that it is based solely on qualitative
evaluation by the algorithm authors. The algorithm also contains quite a few
choices and parameters. Although our experience suggests that the approach is
reasonably robust and we have not observed any significant degradation of per-
formance on the test set, the setting of the algorithm parameters needs further
exploration. Since the presented algorithm is able to produce reasonable clus-
ters, it provides a good starting point for a search for improved versions. These
improvements can take the form of better parameter optimization, but also of
non-greedy alternatives to individual stages or even significantly different ap-
proaches. Another important direction for future work is the exploration of the
generalizability of the proposed algorithm to other problem-solving activities.
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