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Abstract

In the modern information society, we experience an unprecedented ex-
plosion of digital information. Fueled by the easy availability of acquisition
and storing technology, the amounts of digital data as well as its complexity
continue to grow at a high speed. This situation offers many opportunities
for information retrieval, but also presents huge challenges in the area of
data management.

Due to the high internal complexity of many modern data types such as
multimedia, traditional database systems that exploit exact match paradigm
are no longer suitable for organization and retrieval of such data. The
similarity-based approach, which has attracted a lot of research attention
in the last two decades, represents a promising alternative, as the utiliza-
tion of similarity is natural to human cognition and learning. However, the
concept of similarity has been shown to be difficult to define and imple-
ment, and the similarity-based retrieval is still far from becoming a mature
technology. The research efforts proceed on many levels, including psycho-
logical studies of similarity, analysis of multimedia properties, and devel-
opment of data indexing and retrieval techniques. It is also becoming clear
that the concept of similarity is subjective, context-dependent and multi-
faceted, which needs to be reflected by the data management tools. There-
fore, a lot of recent research activities are aimed at multi-modal data man-
agement, trying to provide a complex yet computationally efficient repre-
sentation of data objects by combining multiple views on object similarity.

In this thesis, we study the multi-modal retrieval in the domain of dig-
ital images and its utilization in the context of large-scale applications. We
focus on the development of multi-modal search methods exploiting content-
based retrieval and on evaluation of their applicability in two real-world
scenarios – general web image search and automatic image annotation.
In both of these scenarios, real-time processing is expected: therefore the
search efficiency is one of the most important qualities. In addition to the
novel retrieval methods, we propose a general query language for similarity-
based multimedia retrieval. Furthermore, we provide a thorough perfor-
mance analysis of different approaches to multi-modal image searching in
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the context of large-scale retrieval. For the evaluation and deeper under-
standing of applicability of different solutions, a new evaluation platform
for large-scale image searching was created. Finally, we present the MUFIN
Annotation Tool software, which provides automatically generated key-
words that describe image content.



Keywords

content-based image retrieval, similarity searching, multi-modal retrieval,
information fusion, large-scale data management, multimedia query lan-
guages, retrieval evaluation, automatic image annotation
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Chapter 1

Introduction

Information management and retrieval has always been one of the key chal-
lenges in computer science. In the early decades, researchers mainly fo-
cused on searching in text and simple attribute data, which represented the
majority of existing digital information. In recent years, however, we have
witnessed a massive increase in popularity of more complex data types and,
in particular, multimedia. To mention but a few examples, there are prob-
ably more than 1 billion videos available on YouTube, with the upload rate
of 48 hours per minute. Each day, about 250 million photos are uploaded
on Facebook, and the Flickr web gallery hosts more than 6 billion images.
The need for efficient means of data organization is greater than ever but
so is the complexity of this task. Multimedia data are significantly differ-
ent from textual and numerical in many aspects, making it necessary to
develop novel tools for data management.

One of the key challenges in multimedia data processing arises from the
complexity of the content, which cannot be indexed and searched as it is.
Considering the video data example, we are not interested in pixel-to-pixel
matches but rather in higher-level relationships, such as the similarity of
visual content or semantic relations. This introduces a novel problem of
finding a suitable level of content description that would balance the need
for simplicity (from the computation costs perspective) and the need for
complexity (for the sake of the best simulation of human understanding).
Definition of a query is also not as easy as in text searching, where the query
has the same format as the searched content and can be matched almost
directly to it. In multimedia searching, queries are typically expressed by
keywords or example objects and we need to bridge the gap between such
query and the dataset. Furthermore, we need to face a number of more
traditional information retrieval challenges such as creating suitable index
structures, dealing with low quality of data sources, or meeting demands
for interactive, easy-to-use retrieval engines, as well as personalization of
the search process.
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1. INTRODUCTION

Apart from the problems and challenges, though, the modern informa-
tion explosion also brings unprecedented possibilities. Enormous amounts
of data coming from different sources in various formats, quality, level of
detail, etc. allow us to obtain much more complex information about almost
anything. All this data is generally available and waiting at our fingertips.
On such premises, applications of artificial intelligence, such as automated
recognition of objects, become a real possibility rather than fiction. Better
access to information, then, allows the end users to obtain more advanced
knowledge and subsequently to make better decisions. In this thesis, we
hope to add a few tiles to the complex construction of information manage-
ment systems of the modern era.

Large-Scale Image Search

Among all the complex data types that modern people produce, digital im-
ages are one of the most popular and frequently used. In numerous ap-
plication domains, ranging from science to entertainment, we encounter
digital photography, digital art, medical imaging, visual-based security ap-
plications, and many others. Due to the low costs and high availability of
image capturing technologies, the bulk of existing digital image data and
the speed of its growth are enormous. The need for efficient image data
management is therefore indisputable. The ability to search image data and
organize them with respect to their mutual visual and semantic similarity
is essential for many applications that are needed today, such as automatic
image classification and annotation, copyright infringement detection, fil-
tering of inappropriate web content, landmark recognition, etc.

From the scientific point of view, the image retrieval problem repre-
sents a multi-faceted challenge as it stands at a crossroads of at least three
disciplines – psychology, image processing, and data management. Even
though images as a communication channel are natural to human cogni-
tion, we do not fully understand how people perceive visual information.
Therefore, we first need to employ psychology to gain insight into the hu-
man understanding of images and their utilization in our thinking. Then
we can switch to the image processing perspective and study ways of ex-
tracting the important characteristics from the image so that it can be used
in further processing. Finally, we need efficient tools to handle the data and
facilitate the searching.

In our research, we are mainly interested in the data management part
of the whole process. Taking into account state-of-the-art accomplishments
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1. INTRODUCTION

in image understanding and preprocessing, we study the data structures
and algorithms suitable for efficient retrieval. We also try to identify the
fundamental patterns in the retrieval process and propose adaptable search
methods that can be easily adjusted for different image descriptors or even
other multimedia data, such as video or sound.

The data management issues are especially important in applications
that need to deal with large quantities of data in real time, therefore we
focus on these. In smaller or batch-processing tasks, the major challenge
rests in obtaining high-quality results, which can be achieved by means of
machine learning and fine-tuning the visual descriptors. For large-scale
general-purpose retrieval, entirely different approach is necessary. Apart
from the volumes, we typically need to deal with the diversity of data (both
in content and quality) and with far more fuzzy specification of user needs
and expectations. Therefore, we have to create flexible solutions rather than
fine-tuned ones, which implies that a lot of query processing needs to be
evaluated in real time. In such situation, the role of data structures and
retrieval algorithms is crucial.

Thesis Structure

The thesis is organized as follows.

• In Chapter 2, we provide an overview of the current open problems in
image retrieval, formulate the specific research objectives of the thesis,
and briefly discuss the methodology of our research.

• At the beginning of Chapter 3, we clarify the concept of modalities in
image searching and discuss possible approaches to the representa-
tion of images. In the following sections, we present three basic cat-
egories of modalities and review the principles of the related search
paradigms.

• The survey of retrieval methods is continued in Chapter 4, which fo-
cuses on multi-modal image retrieval. We provide a comprehensive
classification of existing approaches and detail the individual tech-
niques.

• Chapter 5 presents our contributions to several issues related to multi-
modal image retrieval. We propose, implement and evaluate three
novel solutions for approximate multi-modal image search. Further-
more, we perform a unique, extensive evaluation of existing image
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1. INTRODUCTION

search solutions over large-scale real-world data. We also introduce a
proposal for a multimedia query language.

• In Chapter 6, we focus on performance evaluations in large-scale im-
age searching. We introduce a new evaluation platform we created, as
well as the methodology applied for collecting the ground truth data.

• In Chapter 7, we move our attention to some important applications
of the image retrieval methods. In particular, we focus on search-
based image classification and annotation. We present a working im-
plementation of the MUFIN Annotation Tool and discuss our partici-
pation in Image Annotation Task of the ImageCLEF contest. We also
provide an experimental evaluation of the annotation functionality.

• Conclusions of the thesis and possible future directions are outlined
in Chapter 8.
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Chapter 2

Objectives

As we have anticipated in the Introduction, image searching is a wide re-
search field with many unsolved problems. The majority of these chal-
lenges is still present in the more specific task of large-scale general-purpose
retrieval. In this chapter, we provide a brief summarization of the main
open issues in image retrieval and formulate our specific research objec-
tives. Furthermore, we outline our approach to the selected problems and
introduce the research methods that were used.

2.1 Challenges in Image Retrieval

Several recent surveys on multimedia and image retrieval [27, 55, 97, 146]
provide us with a good overview of current open problems in this area.
In Figure 2.1 we depict some of the main topics in a schema that shows
the position of the individual challenges in the process of image retrieval.
Those problems that are more closely related to our research are depicted
in more detail.

User 
studies 

Evaluation, 
benchmarking 

Image descriptors, 
similarity  evaluation 

Data acquisition 
Feature extraction, 
enhancement 

Indexing 
and storing 

Query session 

Query definition, 
preprocessing 

Query 
processing 

Result 
presentation 

Search engine 

Relevance feedback 

Figure 2.1: Selected open problems of image retrieval.
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2. OBJECTIVES

The tasks on the top level compose a life-cycle of a generic search sys-
tem. Depending on the target application, users may have specific needs
and expectations that need to be reflected by the choice of image descrip-
tors and the respective similarity measure. Next, a search engine providing
the desired functionality can be created. In the end, the performance of the
whole system needs to be evaluated to identify directions for future im-
provements.

From the data management point of view, the most interesting part of
the process is the architecture of the search system, which needs to deal
with the topics of scalability, robustness, and performance. As the middle
layer of the schema shows, we can identify several fundamental compo-
nents of the search system. Three of them are involved in the acquisition
and preparation of the dataset to be searched, whereas the last one repre-
sents the actual query session with user interaction.

In most situations, the two most important qualities of any search en-
gine are the relevance of its results and the query response time. To achieve
high results relevance, it is necessary to understand the user’s information
need, extract suitable and high-quality image descriptors, and perform as
precise a search over the dataset as possible. At the same time, however, it
is often necessary to guarantee low response times, which typically requires
either massive computation power, or less detailed image descriptors and
approximate searching. Finding a suitable trade-off between these two con-
flicting demands is one of the key challenges in image retrieval. Different
query preprocessing and evaluation methods as well as the relevance feed-
back techniques are being developed to provide as precise results as possi-
ble within the imposed response time limits.

2.2 Focus of the Thesis

In the field of large-scale searching, high performance and scalability are
of a crucial importance. To be able to meet these requirements, it is of-
ten necessary to accept some approximations in the processing of queries.
However, this does not have to produce any noticeable negative effect on
the quality of results because of two reasons: first, the understanding of
general image similarity is always individual and no similarity measure
can ever be precise in principle; second, really large datasets are likely to
contain many relevant objects for a given query, therefore we can afford to
miss some in the approximate searching. In other words, precision is much
more important than recall in large-scale retrieval.
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Accepting the need for approximations, there are two steps in the re-
trieval process where we can apply them – the choice of image descriptors
and the query evaluation. Clearly, each descriptor is already an approxi-
mation of the original data object. Specialized small-scale applications can
profit from complex descriptors where the approximation is not as signifi-
cant. However, the complex descriptors typically require considerable stor-
age space and take a lot of time to process, which is not feasible for inter-
active large-scale retrieval. Therefore, less specialized and smaller descrip-
tors are usually employed to index and search large datasets. The second
approximation takes place during query evaluation when some parts of the
dataset may be skipped in the retrieval process even though they may con-
tain relevant data.

Using approximations, we do trade search accuracy for performance.
However, it is often possible to compensate for some of the precision loss by
combining several different approximate searches. Moreover, the individ-
ual approximate searches can often be processed in parallel, thus keeping
the overall response time low. In fact, a combination of different approxi-
mate approaches to searching can yield better results in large-scale retrieval
than one fine-tuned search method, as the search space is too broad to fit
into one universal descriptor and similarity measure. When a combination
of several similarity measures is used, it is also possible to allow users to in-
fluence the final combination of the partial similarities, thus personalizing
the search. Actually, flexibility of the search process is another highly de-
sirable feature, especially in large-scale, broad-domain retrieval. For image
search in particular, recent research studies [55, 89, 97] highlight the profits
that can be gained by combining orthogonal approaches to image under-
standing, using the visual content, descriptive text, information about ge-
ographical position, and any other information available. The individual
approaches are frequently denoted as modalities of image searching and
the combined approach is known as multi-modal retrieval.

In this thesis, we focus on efficient ways of implementing the large-scale
multi-modal search. Using state-of-the-art descriptors of image metadata
and content, we study the possible means of query evaluation, which com-
prise various combinations of index structures, distributed query process-
ing, and result postprocessing. This issue is vital for the whole task of im-
age retrieval since the query evaluation may be used repeatedly in one user
session, being part of many query expansion and relevance feedback strate-
gies [86, 105, 120, 168].

The effectiveness and efficiency of any search method needs to be evalu-
ated in the context of its target application. In our research, we consider two
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possible utilizations of large-scale image retrieval – web image search and
automatic image annotation. Both these applications respond to real-world
user needs [94].

In the research presented in this thesis, we focus on the particular needs
of image data management. However, we purposefully employ general
data models in all the solutions we propose, so that these techniques are
easily adaptable to other data domains. In particular, we utilize the concept
of a metric space to model data, which guarantees a wide applicability of
our solutions [165].

2.2.1 Contributions

The specific contributions of this work are the following:

New methods for efficient query processing We study and develop two
different approaches to multi-modal image retrieval. First, we examine
the behavior of the Threshold Algorithm in large-scale real-world image
retrieval and propose an approximate implementation of this algorithm.
Then, we focus on another approximate strategy that combines a content-
based retrieval with postprocessing techniques that exploit complementary
modalities. We propose several new ranking methods and evaluate their
performance. Furthermore, we also propose a novel scalable solution for re-
sult postprocessing. All the new methods are added to the existing MESSIF
library, which provides support for similarity searching over metric spaces.

Query language for similarity searching Even the most advanced search
system may become useless if its users are not able to access most of the
functionality due to a very complicated, low-level communication inter-
face. Since the scope of available query types, search algorithms and var-
ious user settings is becoming more and more complex in contemporary
multimedia search systems, simple visual interfaces are no longer sufficient
for the definition of similarity queries. Therefore, we propose an extension
of the SQL query language that adds support for similarity searching into
the language.

Categorization and evaluation of query processing methods We survey
existing approaches to multi-modal retrieval, identify significant design
patterns, and introduce a systematic classification of techniques. State-of-
the-art search methods as well as our own solutions are then analysed in
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an extensive study with user participation. Insights into the real-world be-
havior of the search methods as well as guidelines for their application are
derived from the experimental results. As a part of the study, we also create
a new evaluation platform for web image searching which enables differ-
ent research groups to share test data and cooperatively expand the ground
truth.

Application of large-scale image retrieval in automatic image annotation
We propose and implement a software tool that utilizes large-scale content-
based image retrieval to select descriptive keywords for an arbitrary input
image. The performance of this tool and the parameters that influence the
precision of results are analyzed. We also discuss the usability of search-
based annotation methods for classification problems and describe our par-
ticipation in an image classification task of the ImageCLEF contest.

2.3 Methodology

Information retrieval in the domain of large-scale multimedia data is a very
complex process with many aspects that influence the overall performance.
Because of the numerous factors involved in the query processing, it be-
comes hardly feasible to model and analyze the retrieval performance in a
strictly theoretical way. For efficiency, we can provide theoretical bounds
on the minimum and maximum number of comparisons, disk accesses etc.,
but the real processing costs depend strongly on the properties of a particu-
lar data set (or perhaps the properties of a certain type of data sets – further
research yet needs to be carried out in this area). As concerns the quality of
search results, we can argue whether the results of a particular search meth-
ods will be precise with respect to a given similarity measure used within
the search method. However, precision measured in this way may not cor-
respond to user-perceived quality of results, as the human understanding
of multimedia content is not yet fully understood. In the frequent case of
approximate searching, there are usually no theoretical limits on the error of
results. At best, we can derive the probability of error from the distribution
of objects within the specific data set.

Therefore, we base our work on a combination of both the theoretical
and experiment-driven research. We try to provide a complex view of the
different approaches to multi-modal searching and analyze the advantages
and disadvantages of their design theoretically. On this level, the analysis
is very general and can be applied to many different types of data that sat-
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isfy the basic conditions we specify in our model. Further on, we assess
the performance of the individual methods on real-world image datasets
in real-world scenarios. To evaluate efficiency, we apply standard perfor-
mance measures, such as query response time or the number of distance
computations. Regarding the effectiveness issues, we provide quality es-
timations based on the measurable object properties as well as a detailed
analysis of results obtained in extensive experiments with user participa-
tion. Using the experimental results, we strive to establish the relationships
between search costs and quality for individual query processing scenarios.
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Chapter 3

Single Modality Image Search

This chapter introduces the basic approaches to image retrieval, as they ap-
peared chronologically. We first explain the fundamental concepts of image
data management and identify three types of modalities. We do not go
into much detail on those specific features used in image searching which
are not of a particular relevance to our study, but focus on data manage-
ment techniques used with the individual modality types. Each class of
techniques is briefly introduced and we discuss its usability in different im-
age search scenarios. At the end of this chapter, we provide a summary of
strong and weak aspects of single-modality image retrieval.

3.1 Modalities in Image Retrieval

The concept of modality, although frequently used in research papers, is
rather commonly understood than strictly defined. For the purpose of this
thesis, we believe it is necessary to clarify the meaning of the basic concepts
used in our study of image retrieval techniques. Therefore, let us begin with
a short discussion of the terminology we use.

In the context of multimedia retrieval, the term modality is commonly
used to refer to the format of a data transfer, or in other words to the ”chan-
nel or system of communication, information, or entertainment” (Merriam-
Webster dictionary). In the usual interpretation, the basic modalities in
multimedia retrieval are image, sound, text, etc. In some application areas,
however, a finer differentiation of modalities may be needed. In medicine
imaging, for instance, modality denotes any of the various types of equip-
ment or probes used to acquire images of the body, such as radiography, ul-
trasound and magnetic resonance imaging. Overall, modality refers to both
the technology used to record the real-world object, and the semantics of
the resulting data object. In the information retrieval community, the term
multi-modal retrieval usually denotes a combination of several of the basic
modalities, e.g. in text- and visual-based search.
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Another term related to multimedia processing is a feature. Features rep-
resent various facets of objects that can be used for their management and
retrieval. In case of images, the typical features are colors or shapes, but we
can as well consider a GPS location, an image size, costs, popularity, etc.
Features can be understood as functions that transform a complex object
content into a less complex representation that is useful for data manage-
ment purposes. Sometimes, the term descriptor is also used to describe the
same concept [151]. In this work, however, we prefer to use the word de-
scriptor to denote the physical representation of a feature, e.g. in a form of
a vector of a given size and semantics. Features and descriptors are very
frequently discussed in context of image processing and the phrase multi-
feature searching is likely to be used for retrieval with respect to multiple
visual descriptors of an image.

In this thesis, we use the established terms of single-modality and multi-
modal retrieval. These notions have historical roots, relating to the fact that
in the field of information retrieval, text was for a long time the only modal-
ity as well as feature. The concept of multi-modal retrieval can be traced
back to the first attempts to involve more facets of complex data into the
search process, typically text and image, text and video, etc. For such appli-
cations, most of the modality fusion approaches were intended. However,
the same reasoning and techniques can be applied for the fusion of fea-
tures relating to the same modality, e.g. color and shape visual descriptors.
Therefore, we do not limit our solutions to the basic modalities as discussed
earlier but understand the term modality in a broader sense in this work:

Definition. A modality is any feature or a combination of features of a complex
object that is perceived as an atomic information unit in the context of a given
application.

Now, a modality is defined by purpose rather than by data origin, which
allows us to model retrieval systems in a more generic way. In accordance
with the original meaning of the term, modalities remain basic building
blocks of data management that can be used to construct more complex
tools.

The following sections introduce three basic types of modalities, which
differ significantly regarding the ways in which the corresponding descrip-
tors can be indexed and searched. Solutions that only exploit one modal-
ity will be denoted as single-modality or mono-modal retrieval. Multi-modal
searching will be discussed in the following chapter.
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3.2 Attribute-Based Retrieval

A simple attribute-based representation of real-world objects and exact-
match retrieval was historically the first approach used for data manage-
ment. Even though the exact-match paradigm is not reasonably applicable
to the actual multimedia objects, attributes can be well exploited for distin-
guishing between categories of complex objects. In the early days of multi-
media data retrieval, attributes describing basic low-level properties of the
data objects were mostly employed, such as image size, date of publication,
or file type. More recently, attribute-style data is also being used to store
selected information about object semantics, e.g. the number and location
of faces in the image.

3.2.1 Principles

The term attribute traditionally denotes a simple descriptive feature of an
object, such as the name or date of birth in case of a database of people [12].
Although this notion is also being used with a broader meaning in some
contexts, we shall employ it to refer to these simple features. The value of
an attribute is typically expressed as a single atomic value, mostly a number
or a string. Attribute-based searching supposes that queries are formulated
in a restrictive way and return objects that satisfy a set of conditions defined
by user. These conditions are mostly related to some equality or ordering
of values in the data domain of the respective attribute. We shall denote
this type of queries as relational database queries. Noticeably, each database
object is either strictly relevant or strictly irrelevant in this query paradigm.

3.2.2 Techniques

The values of attribute modalities can be produced manually or automati-
cally. In the latter case, the function that transforms the complex object into
such attribute value is often denoted as classifier.

Queries over attribute data can be evaluated very efficiently, using ma-
ture technologies of relational databases [144]. These techniques capitalize
on the properties of simple domains, in particular the total ordering of val-
ues, which is exploited in index structures such as B+ trees.

3.2.3 Applicability for Image Retrieval

In image retrieval, two types of attributes can be used: elementary descrip-
tions of image format and content, and semantic attributes. Image size, file
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type, resolution or basic colors of the image exemplify the first group. These
features can help to filter the dataset but are mostly not satisfactory for ex-
pressing user’s information need. Semantic attributes, on the other hand,
aim at providing information about the concepts identified in the image –
number of persons, presence of a specific object, etc. [68]. Such information
is valuable for the retrieval but is difficult to extract.

As the simple descriptive attributes are not capable of capturing the
complex information of images and semantical attributes are difficult to
obtain, attribute-based searching is rarely used as a stand-alone method
of image retrieval. However, attributes are often used in combination with
other modality. The combination of size- or time-based image filtering with
keyword searching is common in many commercial image search systems,
such as Google Images1 or Bing Images2.

3.3 Text Retrieval

Text-based searching in multimedia data has been studied since 1970 and
was very popular in the beginnings of image retrieval [1, 141]. Mature
text-retrieval technologies and user-friendly keyword-based query formu-
lation are the strong aspects of this solution. On the other hand, the text-
based searching can only be applied for a limited scope of multimedia data
sources and applications, where the text metadata is available and carries
enough information to enable the retrieval.

3.3.1 Principles

As its name suggests, text-based searching exploits the text metadata as-
sociated with a multimedia object. As opposed to the attribute-based ap-
proach, the text data is not required to follow any fixed structure. Typical
sources of text data associated with an image object are the image title, an-
notation, tags, text on the surrounding web page, URL, etc.

Queries in text-based systems typically consist of several keywords or a
short text, which describes the user’s information need. Again, the queries
do not follow any fixed structure. The objective of the system is to provide
objects most similar to the query and there is no longer a strict distinction
between relevant and irrelevant objects. Results are typically ranked by the
likelihood of relevance. Query reformulation and expansion techniques are
typically used to compensate for the complexity of natural languages.

1http://images.google.com
2http://www.bing.com/images/
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3.3.2 Techniques

Similar to attributes, the text metadata can also be obtained in two ways, ei-
ther manually or automatically. In case of automatic annotation, techniques
based on machine learning are mostly applied, even though automatic im-
age annotation based on similarity retrieval can also be considered (this
approach will be discussed in more detail in Chapter 7).

Prior to the retrieval itself, both the source data and the query need to
be normalized, i.e. transformed into a form suitable for searching. This
comprises a number of techniques, including data cleaning, stemming or
lemmatization, which transform a document into a set of index terms [12].
A lot of work has also been devoted to query disambiguation and enrich-
ment in order to determine the semantics of the query and reflect it in the
search process. The success of these methods is strongly influenced by the
application domain (narrow domains are easier to work with) and the qual-
ity of available metadata (more information can be mined from long and
high-quality text than from erroneous web tags).

The basic text retrieval models, as classified in [12], are the following:
Boolean model, vector model, and probabilistic model. In the Boolean ap-
proach, documents and queries are represented as sets of index terms and
the retrieval strategy is based on Boolean queries and binary relevance deci-
sions. While simple and clear, this model is not suitable for most real-world
queries. In the vector model, the data is represented by vectors with non-
binary weights of the individual index terms and the resulting set of doc-
uments is ranked in decreasing order of similarity. The similarity of two
documents is typically computed as the cosine of the angle between the re-
spective vectors. Term frequency and inverse document frequency measures de-
termine the weights of the index terms. The probabilistic model is based on
the theory of probability and assumes iterative query evaluation, with the
user providing feedback which enables to improve the answer, eventually
reaching the ideal answer set. Even though the performance comparisons
between vector and probabilistic model do not provide clear indications of
supremacy of any of these, the vector model is the most popular, especially
in the web search context. Inverted files represent the most common index
structure.

Even though the basic techniques of text search are long-established,
text understanding is still in the center of lively research. One of the popu-
lar directions concerns utilization of ontologies in the retrieval process. An
ontology defines a set of representational primitives which model a domain
of knowledge or discourse [103]. The representational primitives are typ-
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ically classes, attributes, and relationships. Ontologies are not necessarily
related to text data but are mostly used with this approach. Ontology-based
retrieval tries to determine some relevant classes for a given document and
exploit the relations to obtain semantical information, which is further em-
ployed in the search process.

3.3.3 Applicability for Image Retrieval

The applicability of text-based retrieval techniques to image data manage-
ment is naturally limited by the availability of high-quality text descrip-
tions. These are difficult to obtain, especially with large-scale datasets. On
the other hand, commercial web search applications (Google Images etc.)
prove that it is possible to obtain significant amounts of relevant text data
via crowdsourcing, i.e. exploiting information provided by billions of inter-
net users. However, a lot of issues remain to be solved. As debated in [94],
one of the key tasks is to determine the relevant words in the surrounding
text of the web image. These may also be biased by a specific purpose of the
creator. Furthermore, the text processing research still tackles the problems
of understanding the semantics expressed in a natural language.

Nowadays, text-based searching is probably the most popular approach
to image retrieval due to the easy and intuitive query formulation, which
comes natural to internet users well familiar with text document retrieval.
However, a well-known saying claims that ”A picture is worth a thousand
words” and it is hardly possible to provide an exhaustive text annotation.
Furthermore, immense amounts of image data are not accompanied by any
text data at all as manual annotations are too costly to produce and auto-
matic annotations tend to work only in limited data domains. Such data is
thus not findable by any text-based solution [94, 146, 97].

3.4 Content-Based Retrieval

Because of the problems related to text-based searching of multimedia ob-
jects, an orthogonal approach of content-based data management began to
attract attention in 1990s [146]. Its main objective is to allow searching in
any data, exploiting the actual object content with no need of additional
metadata. Inspired by cognitive psychology, the content-based retrieval is
based on the evaluation of similarity between data objects, which is inher-
ent to human recognition and learning [164]. The last two decades wit-
nessed intensive research in this field, concerning the extraction of infor-
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mation from the multimedia objects as well as the development of tools for
efficient similarity-based searching.

3.4.1 Principles

The content-based searching comprises a whole class of approaches that ex-
ploit various characteristics of complex objects to evaluate their similarity.
Depending on the data and target application, different features can be ex-
tracted from multimedia objects. Each feature needs to be accompanied by
a specification of a similarity measure that is used to compare objects. The
similarity is often expressed by the dual notion of distance, which describes
the dissimilarity of objects. The distance-based approach to similarity will
be used throughout this work.

The content-based retrieval mostly follows the Query By Example (QBE)
paradigm, in which the information need is described by a query object and
the task is to find objects similar to the query object. A distance function
d needs to be available to measure the similarity. In mono-modal retrieval
systems, the distance function is fixed, whereas in the multi-modal solu-
tions users may define the similarity measure together with the query ob-
ject. According to the type of the query, additional requirements may be
posed on the answer set.

The basic similarity queries are the Similarity Range Query and the Near-
est Neighbor Query [165]. The Similarity Range Query R(q, r,X ) is defined
by a query object q and a radius r, and retrieves all object from a datasource
X within the distance r from q:

R(q, r,X ) = {o ∈ X : d(o, x) ≤ r}

The Range Query is a useful tool in applications where users understand
the similarity measure and are able to specify the query radius (e.g. in spell-
correction, where misspellings with Edit distance 1 can be automatically
corrected). However, this is often not the case with multimedia retrieval,
where the distance measures are much less intuitive. In such situations,
the Nearest Neighbor Query is more suitable. In the elementary version,
it retrieves such object from X that is the closest to the query object. In a
generalized case of the k Nearest Neighbors Query (kNN query), a user-defined
number k of most similar objects is retrieved:

kNN(q,X ) = {R ⊆ X , |R| = k ∧ ∀x ∈ R, y ∈ X \ R : d(q, x) ≤ d(q, y)}

Due to being intuitive and analogous to text retrieval, the kNN query is
probably the most popular type of similarity query. Accordingly, we mainly
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focus on this query type in our research. However, a number of other query
types can be used in specialized applications, such as Reverse Nearest Neigh-
bor Query, Similarity Joins, Multi-object Queries, etc. [158, 165]. With the ex-
ception of similarity joins, the answer set is typically ranked by the distance
of the result objects from the query object(s).

3.4.2 Techniques

As discussed e.g. in [146, 27, 151], the key components of an effective and
efficient content-based retrieval system are 1) the selection of representa-
tive features and descriptors, 2) similarity measure definition, and 3) data
indexing techniques. In this section, we briefly introduce state-of-the-art
solutions to these issues, focusing mainly on image data management. The
content-based searching deserves a more detailed introduction than the
previous approaches as its performance is usually the bottleneck of com-
plex multimedia search applications.

Descriptors

The requirements for a suitable object descriptor are nicely summarized
in [153]: ”Good descriptors should describe content with high variance and
discriminance to be able to distinguish any type of media, taking into ac-
count extraction complexity, the sizes of the coded descriptions, the scala-
bility and interoperability of the descriptors.” Unfortunately, two compet-
ing requirements occur in this formulation – high discriminance, and ac-
ceptable extraction and search complexity.

In state-of-the-art image features and related descriptors, we distinguish
two basic types – global features and local features. A global feature charac-
terizes the whole object by a single descriptor with a fixed structure (often a
vector of numbers). Image color histogram is a typical example of such fea-
ture, more advanced features that describe image color, edges and textures
are provided in the MPEG-7 standard [116]. Local features, on the other
hand, describe a flexible number of characteristic regions of the multime-
dia object. In the domain of images, the two most popular local features are
SIFT [106] and SURF [22]. Both of these select the characteristic keypoints
from local extremes in an image, which are identified by different image en-
hancement filters. A single image is then represented by a set of descriptors
representing the individual keypoints.

The local image descriptors are more detailed and in general provide
better discriminance. On the other hand, the extraction as well as storage
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and retrieval is much more costly, as the descriptors often require more
space than the original image objects. Therefore, global image descriptors
are mostly used for pure content-based retrieval, especially in large collec-
tions [16, 135]. Local features are employed in specialized applications such
as subimage searching [81], or in result re-ranking strategies, which will be
discussed in the next chapter. A more thorough discussion of visual de-
scriptors can be found in [146, 55, 58].

Similarity Measures

The function that measures the distance (dissimilarity) of two data objects
is a vital part of the content-based retrieval. Together with the feature de-
scriptor, the distance measure models user’s understanding of similarity in
a given situation. At the same time, the distance evaluation should allow
efficient data management.

For vector descriptors, the most straightforward similarity measure is
the Euclidean distance, eventually other Lp metrics from the set of Minkow-
ski distances. More sophisticated measures take into consideration specific
properties of individual dimensions of the vector (e.g. Quadratic Form Dis-
tance or some of the similarity measures associated with MPEG-7 descrip-
tors). Specialized measures also exist for other descriptor types than vectors
(texts, graphs, sets, etc. [165, 94, 55]). In particular, local image descriptors
are mostly processed by a set-based approach, using so-called bag of words
technique. The individual feature vectors are transformed into a limited
set of visual words and submitted to a text-like retrieval, and geometrical
verification is then applied on the candidates.

Sometimes, a single similarity measure may combine information from
multiple descriptors, e.g. color and shape features of an image. The com-
bination can be either fixed for a given system, or flexible. The flexible
similarity measures require the underlying system to be multi-modal, i.e.
allow to handle the individual features independently. Such cases will be
discussed in Chapter 4. With a fixed similarity measure, the combination
of features behaves as a single modality. For instance, search system de-
scribed in [16] employs a fixed combination of five MPEG-7 global features
to describe the visual similarity of objects. Weighted sum is used as the
aggregation function and the individual weights were determined by su-
pervised machine learning [3].

Apart from being semantically relevant, the similarity measures also
need to be suitable for retrieval. One of the important characteristics is
the cost of a single distance computation, as distance evaluations are often
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computationally intensive and may thus become a performance bottleneck
of the whole search system. In addition, mathematical properties of the
similarity measures may be very useful for data organization. In particu-
lar, a whole family of index structures is based on the properties of metric
distance functions.

Indexing

Especially in large-scale applications, data indexing techniques are an es-
sential component of the data management. In content-based retrieval, the
efficient data organization is more challenging than with attribute- or text-
based searching, which only operate on a limited set of domains with well-
known properties. Content-based searching, on the other hand, should be
applicable to any data or, at least, to a large scope of data domains and dis-
tance functions that are requested in real-world applications. The indexing
techniques can be divided into several groups, depending on the restric-
tions laid on the descriptor domain and distance function properties [164].

Historically, the first approach to complex data indexing was based on
the vector space model of the data. In this model, data objects are repre-
sented by points in a multi-dimensional vector space, which is then par-
titioned by various hierarchic structures, such as R-tree or k-d tree [141].
However, this approach is only applicable to vector descriptors and Lp dis-
tance functions, which are not satisfactory in some situations. A more gen-
eral approach, based on the metric space model, can be applied on any
data, provided the respective distance function satisfies the conditions of
a metric. The properties of the metric space can be utilized for data space
partitioning in several ways; e.g. the M-tree [47] is based on a pivot-based
partitioning. A thorough survey of metric searching can be found in [165].
The metric space approach is satisfactory for a larger scope of problems
but the constraints of distance symmetry and triangle inequality of metric
spaces may still be too restrictive for modeling user-perceived similarity in
some situations. A recent survey [145] discusses methods for efficient non-
metric similarity search. An opposite research trend relies on transforma-
tions of complex objects into the domains of established index structures,
which is applied e.g. in the previously mentioned concept of visual words
that utilizes text-based search techniques.

As we already indicated in the previous section, the evaluation of dis-
tance between objects is often an expensive operation. In interactive large-
scale data processing, it is often not feasible to evaluate a precise search and
check the distances of all candidate objects. Therefore, approximate strate-
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gies are frequently applied. These are mostly based on early termination,
search space pruning, or probabilistic approaches. The space pruning can
be exemplified e.g. by the M-index structure [124], which performs heuris-
tic ordering of data regions by their expected relevance and then surveys
them in this order, until a given limit of objects is visited. Probabilistic ap-
proach is also exploited in the Locality Sensitive Hashing (LSH) [88, 5] class
of approaches, which gained a lot of attention several years ago. The LSH-
based solutions rely on a sophisticated hashing function that guarantees
that near objects are hashed to the same bucket with a high probability.

Similar to other data domains, the performance of content-based search-
ing can be boosted by the utilization of distributed parallel processing. The
discussion of distributed structures for metric-based searching is contained
in [19].

3.4.3 Applicability for Image Retrieval

The generic design of content-based retrieval methods offers promising
functionality for the multimedia retrieval. Since the descriptors and dis-
tance measures can be defined as needed, this solution is in principle appli-
cable to any situation. However, the content-based approach is also accom-
panied by significant drawbacks.

The two major problems related to search effectiveness are denoted as
sensory gap and semantic gap (a more detailed study of ”gaps” in content-
based retrieval can be found in [59]). The sensory gap refers to the dif-
ference between a real-world object and the information contained in the
recording of the scene [146, 74]. We can illustrate this problem by consid-
ering two identical 2-D images of a 3-D object – there is no way of saying
whether the two images depict the same object. The semantic gap, on the
other hand, refers to the ”lack of coincidence between the information that
one can extract from the visual data and the interpretation that the same
data have for a user in a given situation.” [146]. In other words, the se-
mantic gap expresses the difference between the automatically extracted
image descriptors and human understanding of multimedia content, which
is based on a real-world experience and is not fully understood so far even
by psychologists. Users can easily distinguish between an image of a yel-
low ball on grass and another image showing a dandelion flower, but it is
not so easy to do so using general color and shape descriptors. Machine
learning techniques can be applied to tune the similarity evaluations for a
specific situation, but the resulting distance function will probably require
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costly processing and will be one-purpose only, providing no means for
accommodating possible subjective preferences of individual users.

Content-based retrieval also faces significant performance problems in
the context of large-scale data management. A phenomenon denoted as a
curse of dimensionality occurs with both vector space and metric space data
organization. In a high-dimensional vector space, the partitioning often re-
sults in very sparsely populated data sections and the need to visit a large
proportion of the whole dataset in each search. The retrieval performance
then degrades to the efficiency of a sequential scan [94]. In metric spaces,
the problem does not arise from vector dimensions but from the intrinsic
dimensionality of the space [45]. In many real-world applications, the data
distribution in the metric space is such that the distance between most ob-
ject pairs is practically the same, which makes it difficult to define effective
partitioning. Therefore, the only existing content-based solutions that aim
at large-scale retrieval utilize approximate search strategies and work with
global descriptors, which require less space and processing time than local
descriptors.

Even though similarity-based associations are natural to human think-
ing, we are not yet used to similarity-based information retrieval. Thanks
to ubiquitous text retrieval, users are familiar with keyword queries, which
are formulated on the conceptual level and express semantics of the re-
quired objects. In content-based retrieval, it is necessary to provide the
query object, which is not as straightforward as typing the query text. The
majority of commercial multimedia search applications therefore still relies
on text-based searching as the basic retrieval technology. Content-based
searching as a standalone solution is only used in prototype, mostly aca-
demic applications [156]. Other reasons for the low popularity of content-
based retrieval, such as the high complexity and costs of the creation of such
system, are discussed in [164].

3.5 Summary

In this chapter, we have briefly surveyed the foundations of three types of
single-modality retrieval: attribute-based, text-based, and content-based.
Table 3.1 highlights and compares the most significant features of these
paradigms.

The attribute-based approach only allows category browsing and is thus
suitable only for small-scale applications or as a complementary feature.
Most of the existing image search applications exploit text-based or content-
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Attribute-based
retrieval

Text-based
retrieval

Content-based
retrieval

Search
paradigm

Relational
database queries

Similarity searching

Applicability Metadata needed
(error-prone, often not available)

Always applicable

Supported
queries

Category search
Keyword search
(often expresses
semantics well)

Query by example
(semantic gap problem)

Performance Efficient search processing

Data management may be
costly in both time and space
(depends on descriptor and
distance function)

Table 3.1: Single-modality retrieval – a comparison of significant features.

based retrieval. Text-based searching is user-friendly and efficient, but can
only be utilized when text metadata of a satisfactory quality is available.
Content-based searching is a strong tool inspired by cognitive processes,
but its practical usability is limited by the complexity of query processing –
only simple descriptors can be employed in interactive large-scale retrieval,
whereas sophisticated descriptors and distance measures are needed to over-
come the semantic gap. Thus, none of the presented techniques provides
adequate tools for all common needs of multimedia data management, es-
pecially in case of large-scale retrieval over broad data domains [55, 94].
Latest research trends suggest that better results could be obtained by tech-
niques that combine multiple modalities, which are studied in the following
chapter.

27





Chapter 4

Multi-Modal Image Search

In this chapter, we are going to study modern trends of multimedia data
management, which have emerged from intensive research activities of re-
cent years. Commercial subjects as well as academic researchers are busily
developing search techniques, creating new tools, and organizing evalua-
tion competitions. The number of existing solutions and the speed of their
growth is so high that it is not possible to survey them all here. However,
one phenomenon is common to many contributors: the effort to provide
scalable, flexible and effective retrieval tools that integrate several comple-
mentary modalities of data representation.

We begin our discussion by an overview of arguments that lead contem-
porary scientists to believe multi-modal data management can bring signif-
icant improvements to complex data processing. Next, we formally define
the multi-modal retrieval problem and introduce a notation system. Subse-
quently, a multi-faceted categorization of approaches to large-scale multi-
modal searching is presented, which identifies and describes the basic types
of modality-fusion solutions. The following sections provide detailed in-
sights into the principles of individual approaches and a survey of related
work. The concluding section then highlights some of the open challenges
in multi-modal image retrieval which inspired our own research.

In accordance with our research interests (as stated earlier), we focus
mainly on the techniques that are related to image retrieval, and devote
special attention to the scalability aspects of the individual approaches. In
the large-scale image retrieval, and the web image retrieval in particular, the
two most frequent modalities are text descriptions and visual descriptors,
which will be mostly discussed. However, it is important to realize that
the same principles of orthogonal modality combination are also relevant
for other complex data types and their respective modalities. Therefore, we
also study solutions proposed for video or music retrieval. Unless stated
otherwise, we assume the distance-based search model.
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4.1 On the Importance of Being Multi-Modal

In the previous chapter, we have demonstrated that in spite of years of in-
tensive research, approaches based on a single modality are not satisfactory
for general multimedia retrieval. Some solutions are limited by the avail-
ability of metadata, other ones are too costly for practical use in a large-scale
environment. However, a well-designed combination of several modalities
can help to reduce the negative aspects and achieve the desirable qualities,
i.e. availability, efficiency, and flexibility. Before we discuss such combined
solutions in more detail, let us introduce the concept of the multi-modal
searching in the following informal definition.

Definition. Multi-modal data retrieval exploits multiple data modalities to de-
scribe complex data objects and evaluate their similarity. The individual modalities
are expressed as independent descriptors and can be employed in different phases
of the data management process. The procedure of combining partial object repre-
sentations into a more complex evaluation model is often denoted as information
fusion.

Multi-modal data representation is a recent approach to the fundamen-
tal problem of multimedia information retrieval – i.e. finding such a rep-
resentation of a complex object that carries all necessary information and
at the same time is suitable for efficient data organization. Complex data
objects cannot be sufficiently represented by simple modalities, such as text
descriptions or basic visual features, as these do not carry enough informa-
tion to satisfy user’s requirements and are not distinctive enough to sep-
arate relevant objects from irrelevant ones. The multi-modal approach of-
fers two solutions to this problem. Using the synergy between multiple
modalities, we are able to define more sophisticated descriptors that model
the objects on a higher semantic level. This approach, which integrates the
modalities prior to the actual query processing, is traditionally denoted as
early fusion. Alternatively, it is possible to model the retrieval process as an
aggregation of results of several search runs, each of which exploits a differ-
ent modality. This solution is known as late fusion. In both these approaches,
the utilization of multiple modalities provides a more complex view of a
given object, which helps us to overcome the semantic gap problem. More-
over, multi-modal retrieval also provides opportunities for cross-correction
of errors in individual information sources.

Obtaining richer information about data objects is not the only advan-
tage gained by multi-modal data management. Late fusion in particular
provides two additional opportunities for designing effective and efficient
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large-scale retrieval systems. First of these concerns the optimization of
query processing costs. In contrast to solutions employing a single modal-
ity, the late fusion retrieval paradigm assumes that individual modalities
are processed independently (at least to a certain degree). Parallel process-
ing of partial queries is a natural solution that may significantly reduce the
overall response time, as the individual modalities are supposed to be rel-
atively simple and easy to process. Other optimization techniques, such as
successive filtering of objects, will be discussed in more detail in the follow-
ing sections.

Another strong advantage obtained by the utilization of multi-modal
searching with late fusion is the flexibility of the retrieval process. It is im-
portant to realize that in the case of a general-purpose retrieval in broad
data domains, it is not only technically difficult to obtain a single optimal
modality for a given data collection – it is not even theoretically possible.
When working with complex objects, the users’ information need is often
rather vague at the beginning and changes during the search process as
the users are influenced by the information they continuously gain. This
subsequently affects the users’ understanding of similarity and their search
preferences. Moreover, these preferences also depend on the particular con-
text of the search – the same user can initiate a content-based search with
the same photo several times, but expect information about the depicted
people at one time and information about the landmarks at another time.
Naturally, the problem becomes even more pronounced when we consider
different users. Altogether, the concept of similarity, which is exploited in
multimedia searching, is by nature subjective and context-dependent.

To reflect this phenomenon in the information retrieval, it is necessary to
provide flexible data management tools. The most straightforward way is
to allow users to adjust the distance function that evaluates the dissimilar-
ity of objects. This requires the dataset to be indexed in such a manner that
it allows efficient processing of queries with different distance functions.
The multi-modal approach can support this requirement nicely by provid-
ing several data representations and similarity measures that are managed
independently and can be (up to a certain degree) freely combined into a
complex evaluation of similarity.

4.1.1 Modalities in Real World

The multi-modal representation is very well suited for many existing data
sources, which often provide information in several modalities. This can be
easily illustrated on video data, which consists of visual component, audio,
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and possibly subtitles. However, multiple modalities can be found even for
data where it is less obvious, as the digital information is becoming more
and more connected. Apart from the content of the particular data object,
the modalities can originate also from its context, usage, etc.

For image data in particular, it is natural for people to consider pictures
in context of the situation they depict. Therefore, users typically accompany
their photos by annotations or tags that specify the event, activity or place
that was captured. In other datasources, text may be the primary informa-
tion channel which is accompanied by images or other multimedia objects.
To mention but a few significant examples, let us consider Wikipedia, the
modern encyclopedia which contains enormous amounts of multi-modal
information, or numerous social networks, which allow users to share mul-
timedia data and enrich it by tags. Naturally, different data sources provide
different range of modalities and variable quality of the data. The multi-
modal techniques endeavour to utilize as much information as possible.

In web image retrieval, the solutions that combine text modality with
either global or local image descriptors are very common. The text and vi-
sual representations are not only frequently available, but have been shown
to be complementary to each other and to provide meaningful results [70].
Naturally, this solution is only possible when the text metadata is available.
Depending on the specific situation, other features such as location, time,
popularity etc. can be also utilized to provide relevant context and help
to distinguish relevant objects from irrelevant ones [89]. All these modali-
ties represent various facets of complex real-world objects that are naturally
perceived by human observers.

4.1.2 Problematic Issues

As formalized in [117], an optimal multi-modal system should maximize
the degree of heterogeneity as well as the information gain of each modal-
ity. Obviously, selecting such suitable set of orthogonal modalities and bal-
ancing their contributions to the overall similarity evaluation is a very chal-
lenging task. With a wrong choice of these inputs, the multi-modal ap-
proach may even decrease the effectiveness of a search system as compared
to a single-modality solution. The authors of [117] identify the following
two aspects that require particular attention in order to avoid degradation
of the retrieval quality:

• The relevance of all modalities to be exploited should be verified to
prevent the introduction of noise into the system.
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• The fusion schema should be able to assess trustworthiness of the
modalities towards the query in order to allocate confidence in modal-
ities that have high relevance in the context of the query.

At present, most of existing systems do not provide automatic support
for achieving these two objectives. The relevance of modalities is mostly
decided beforehand by an analysis of the given dataset, while the query-
specific adjustments are either not supported at all or left to the responsibil-
ity of users. Even with these simple approaches, we can mostly observe that
the search precision is improved when multiple modalities are exploited.
Developing tools for automatic identification of suitable modalities for a
particular use case remains an open research topic.

4.1.3 Image Retrieval With High-Level Semantics

In this work, we mainly focus on developing effective and efficient retrieval
techniques for a query defined by a multi-modal example. Such type of
a query is already used in contemporary multimedia management appli-
cations, e.g. some web search engines. In the long term perspective, the
research community aims at providing the so-called semantic multimedia
retrieval, which is understood as a ”retrieval by abstract attribute, involv-
ing complex reasoning about the significance of the objects or scenes de-
picted” [63]. Currently, there exist several research directions that try to
narrow down the semantic gap and get closer to this goal. The overview
study [105] classifies them into the following five categories: 1) techniques
that use ontologies to define high-level concepts, 2) techniques that employ
machine learning methods to associate low-level features with query con-
cepts; 3) relevance feedback techniques that are utilized to learn users’ in-
tention; 4) solutions that generate semantic templates to support high-level
image retrieval, and 5) approaches exploiting complementary modalities.
All these methods need to be understood not as competing ones, but rather
as complementary approaches which should be used in a cooperative man-
ner in future advanced search tools.

Accordingly, we view the multi-modal retrieval techniques discussed in
this work not as a universal solution to all multimedia search tasks but as
a solution suitable for specific situations, which should be combined with
complementary approaches when possible. It is out of the scope of this
study to detail all the specific applications and suitable combinations of
techniques. Therefore, we limit ourselves to mentioning the possible ties at
the appropriate junction points.
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4.2 Formal Model of Multi-Modal Retrieval

Before we start analyzing approaches to modality fusion, let us introduce
and formalize the basic concepts and processes that take part in a multi-
modal retrieval. First, we formalize the model of mono-modal retrieval
that was discussed in the previous chapter, and then we extend this model
to multiple modalities.

4.2.1 Single Modality Retrieval Formalization

Let X be the database of objects to be searched, which are of the type DX .
A modality M is represented by an ordered pair (pM, dM) of a projection
function pM : X → DM,DM being a domain of modalityM, and a distance
function dM : DM × DM → R+

0 . The projection function transforms an
object o ∈ X into a feature descriptor o.fM ∈ DM, while the function dM
evaluates the distance between two descriptors, i.e. the dissimilarity of two
objects as seen in the view of modality M. Noticeably, this definition of
modality fits all types of modalities discussed in the previous chapter, as
the exact match paradigm can be easily reformulated in the distance-based
terminology.

A mono-modal search engine SEM stores each object o ∈ X as a pair
(o.fM, o). The object descriptor o.fM = pM(o) is exploited for indexing
and retrieval of the data object o. The search engine SEM may employ one
or several index structures I1

M, . . . , In
M to organize the descriptors of objects

from X . A query over SEM is defined by a query object qM, which needs to
be from the domain DM. Alternatively, a query can be defined by an object
qX ∈ DX , which is then transformed into qM by the projection function pM.
Let us suppose that the most frequent query type, the kNN query, is issued.
Then,

kNNM(qM,X ) = {R ⊆ X , |R| = k ∧ ∀x ∈ R, y ∈ X \ R :
dM(qM, pM(x)) ≤ dM(qM, pM(y))}

4.2.2 Multi-Modal Retrieval Formalization

For multi-modal data management, multiple modalities M1, . . . ,Mn need
to be available. Each modality Mi is represented by the standard pair
(pMi , dMi). During data processing, several modalities can be combined
to provide more complex representations of objects from X and to evaluate
their similarity on a higher semantic level. Let p ̂Mi1

,...,Mim
be a multi-modal

34



4. MULTI-MODAL IMAGE SEARCH

projection function that transforms an object o ∈ X into a complex descrip-
tor o.f ̂Mi1

,...,Mim
∈ D ̂Mi1

,...,Mim
. Since more such functions can exist, we

further introduce Π ̂Mi1
,...,Mim

to represent the set of all possible projection
functions that can be defined over modalities Mi1 , . . . ,Mim . In a similar
manner, we define a multi-modal distance function d ̂Mi1

,...,Mim
and the

set ∆ ̂Mi1
,...,Mim

of all possible distance functions that exploit the given set
of modalities. Both p ̂Mi1

,...,Mim
and d ̂Mi1

,...,Mim
can be defined in various

ways, taking into consideration selected mono-modal projection functions
and distance functions of individual modalities, but also e.g. the proper-
ties of the dataset X . A more precise definition of several frequently used
projection and distance functions will be provided later.

Let SEM1,...,Mn be a multi-modal search engine that recognizes modali-
ties M1, . . . ,Mn. SEM1,...,Mn provides the following tools to manage data
objects from X : a set of multi-modal projection functions π, and a set of
multi-modal distance functions δ. The set π contains all supported projec-
tion functions from ΠdM′ for all possible M′ ⊆ {M1, . . . ,Mn}. In the same
way, δ contains all supported distance functions from ∆dM′ . The functions
from π and δ are utilized for data management and retrieval. In further dis-
cussions, we shall use the symbol I ̂Mi1

,...,Mim
to denoted an index structure

that exploits modalities Mi1 , . . . ,Mim , and CS ̂Mi1
,...,Mim

to denote a set of
candidate objects retrieved by similarity defined in fusion ofMi1 , . . . ,Mim .

A query Q = (q, dQ) over SEM1,...,Mn is defined by a query object q and
a distance function dQ. The query object q can be specified as qX ∈ DX ,
by a single modality descriptor qMi ∈ DMi , or as a combination of several
modality descriptors (qMi1 , . . . , qMim). The query distance dQ needs to be
taken from the set δ of supported distance functions. Let us assume that the
query object is issued as qX ∈ DX and the query distance function is of the
type dQ : DX ×DX → R+

0 . Then, the multi-modal kNN query is defined as
follows:

kNNM1,...,Mn((qX , dQ),X ) = {R ⊆ X , |R| = k ∧ ∀x ∈ R, y ∈ X \ R :
dQ(qX , x) ≤ dQ(qX , y)}

4.3 Categorization of Approaches

This section is devoted to a systematic categorization of multi-modal search
methods, which introduces main directions of large-scale multi-modal im-
age retrieval. A more thorough analysis of particular retrieval methods will
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then be provided in the next section. Some of the observations in the fol-
lowing text were inspired by discussions of fusion techniques in multime-
dia processing survey studies [11, 27, 57, 95] and also by several research
works that deal with information fusion in different domains [25, 138, 139].
However, none of the existing works addresses the problem of modality
fusion in context of large-scale retrieval, which has its specific challenges.
Therefore, we introduce a scalability-oriented taxonomy of multi-modal re-
trieval methods, which constitutes one of the contributions of this thesis.

In this categorization, we do not aim to cover all aspects of modality fu-
sion, which are numerous and many of them have been studied elsewhere.
Instead, our taxonomy focuses on several dimensions of the fusion that we
believe to be significant for large-scale retrieval. The dimensions are not
orthogonal but rather interconnected, so that a single design decision often
influences several of the properties we study. However, we prefer to ana-
lyze the individual aspects separately to see more clearly how the different
types of solutions work and what are their strengths and weaknesses. The
dimensions we selected are the following:

• Integration of modalities: In similarity searching, the general task is to
produce a set of objects similar to a given query. To be able to do
so, we need to define a composite similarity measure that integrates
the individual modalities. The manner in which the modalities are
composed to provide the final similarity evaluation determines the
semantics of the fusion and is therefore one of the most important
fusion characteristics.

• Fusion scenarios: The timing and implementation of the fusion is the
most obvious characteristics in which individual fusion solutions dif-
fer. Moreover, this aspect is tightly related to the efficiency and ef-
fectiveness of the retrieval, which are the vital characteristics of any
search system. There are two well-known basic fusion scenarios – the
early and late fusion. We thoroughly study the principles, challenges
and effects of both of these.

• Flexibility: The third dimension of our taxonomy studies flexibility of
individual approaches. As we have discovered in the introductory
discussion of fusion benefits, flexible search systems allow users to
adjust the retrieval to their specific needs and are needed in many
real-world applications.

• Precision: Relevance of results is the primary goal of searching. How-
ever, it is sometimes necessary to utilize approximate solutions to
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satisfy efficiency requirements of large-scale interactive applications.
The approximations can be applied on different levels, including the
actual fusion procedure.

• Efficiency and scalability: To be able to process the enormous amounts
of data that exist today (e.g. on the web), the retrieval techniques
need to be efficient and scalable. Naturally, the retrieval costs are in-
fluenced by many factors. We identify the most significant ones and
analyze the influence of the different fusion methods on the overall
retrieval costs.

For each of these dimensions, we analyze the existing solutions, iden-
tify their important characteristics, and sort the approaches into subclasses
where applicable. Even though we believe our selection contains the most
important characteristics of multi-modal solutions for large-scale retrieval,
it is by no means complete. Therefore, several additional aspects are out-
lined and briefly discussed in the end of this section.

4.3.1 Integration of Modalities

In the multi-modal search paradigm, several complementary modalities
M1, . . . ,Mn are exploited to describe complex data objects and evaluate
their similarity. During data processing and query evaluation, these modal-
ities are combined together to produce the overall similarity measure dQ

requested for the particular query Q. The fusion process may take into ac-
count the individual data descriptors fM1 , . . . , fMn , the respective distance
functions dM1 , . . . , dMn , or both. For different types of data, modalities,
and use cases, different strategies to the composition of partial similarities
may be suitable. In this section, we focus on the semantics of the individual
solutions and outline some related research topics.

We find it convenient to divide the approaches to the integration of
modalities into two groups: in the first case, all modalities are considered
with approximately the same level of importance and processed in parallel
until the moment of fusion, whereas in the second approach, some of the
modalities are treated as more influential and are used to index the dataset
and pre-select the candidate objects before other modalities are engaged.
The choice between these two options, and the subsequent selection of in-
tegration parameters, depends on various properties of the input modali-
ties (e.g. data quality, correlation between modalities, etc.) as well as the
target application. Moreover, the design decisions concerning integration
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may also be motivated by efficiency considerations, since the individual
approaches can differ significantly in the processing costs.

Symmetric Combination

Under the approach we denote as a symmetric combination, individual mo-
dalities are processed independently up to a certain moment in the query
processing, when all of them are put together. Even though the contribution
of each modality can be increased or decreased by a particular setting of
the fusion mechanism, all modalities are basically considered to be equally
important and are used in all similarity evaluations.

The symmetric fusion may be realized by a combination of individual
feature descriptors, by an aggregation of partial distance measures, or by
a combination of both these methods. The following sections provide de-
tailed descriptions of these techniques.

Feature fusion Feature (or descriptor) fusion is an integral part of early
fusion strategies, which combine modalities M1, . . . ,Mn prior to data in-
dexing. After some analysis of the mono-modal descriptors fM1 , . . . , fMn

of data objects in X , a new complex projection function pFF
̂M1,...,Mn

is de-

fined together with a distance function dFF
̂M1,...,Mn

that evaluates the overall
similarity of objects. This projection function and distance measure then de-
termine the semantics of the searching. Let us specify the type of the overall
distance function here, as it helps to show the difference between the fea-
ture fusion and the other symmetric fusion solution that will be presented
later:

dFF
̂M1,...,Mn

: D ̂M1,...,Mn
×D ̂M1,...,Mn

→ R+
0

For feature fusion, the main challenge is the maximal possible exploita-
tion of the relations between modalities which should ensure that the re-
sulting similarity measure is semantically relevant. A typical representant
of recent research directions in this field is a latent semantic analysis of re-
lationships between visual words and keywords, which will be discussed
in more detail later.

Distance aggregation The term distance aggregation denotes the process
of combining the distance measures dM1 , . . . , dMn of individual modalities
directly into the overall similarity measure dAG

̂M1,...,Mn
. A fused projection
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function is not needed in this case. Distance aggregation takes place in
some early fusion solutions (other utilize native distance functions of the
domain of fused descriptors) and in most late fusion techniques. In case
of the late fusion, some authors [139] write about parallel mode of operation,
since the individual modalities are processed in parallel until the moment
of fusion. The type of the aggregated distance is the following:

dAG
̂M1,...,Mn

: (R+
0 )n → R+

0

The most frequent aggregation type is a weighted sum of the partial
distances induced by individual modalities, but many other aggregation
functions have been proposed [11, 17, 57]. Parameters of aggregations, such
as the weights of individual modalities, are mostly determined by dataset
analysis and machine learning techniques [16, 17, 163]. Alternatively, users
can personalize the search by setting the respective weights manually, if the
system architecture supports flexible aggregations.

Distance normalization The aggregated distance dAG
̂M1,...,Mn

between ob-

jects o1, o2 is computed over their partial similarities dM1(pM1(o1), pM1(o2)),
. . . , dMn(pMn(o1), pMn(o2)). Balancing the contributions of individual mo-
dalities is typically requested before the actual aggregation, which is often a
challenging task. The mono-modal similarity between the query object and
any given dataset object can be expressed as the distance between these two
items as computed from their descriptor values, or alternatively as the rank
of the dataset object in a sorted list of results defined by the given modality.
In the first case, we speak about distance- or score-based aggregation, whereas
the second case is denoted as rank-based aggregation. The distance-based
strategies are more common [57], but require the partial distances to be nor-
malized, as the ranges of values of the respective distance functions may
not be compatible.

The straightforward normalization by the maximum and minimum pos-
sible distance values is the most common, but it may not always be appro-
priate since is does not take into account the real distribution of distances
in a dataset. Therefore, authors of [14] propose another solution, where
the distance histograms of individual modalities are taken into considera-
tion. Alternatively, machine learning techniques can be applied to choose
the aggregation parameters, in which case the differences between distance
ranges are inherently compensated by the learned weight settings.
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Asymmetric Combination

Asymmetric modality combination strategies constitute a complement to the
symmetric solutions. Here, the modalities M1, . . . ,Mn are not considered
equal but instead, one or several of the modalities are chosen as dominating
or primary. Let us suppose that the modalities are ordered in such a way
that MP

1 , . . . ,MP
m are the primary ones. These modalities are applied in

data indexing phase to organize the stored data, and in a search session to
pre-select a set of candidate objects CSMP

1 ,...,MP
m

. This candidate set is then
subjected to further evaluation, where secondary modalitiesMS

m+1, . . . ,MS
n

as well as the primary ones may be exploited. Noticeably, such solution
typically results in an approximate retrieval, as the query result R is often
evaluated in the following way:

CSMP
1 ,...,MP

m
= k′NNMP

1 ,...,MP
m

(Q′,X )

R = kNNM1,...,Mn(Q,CSMP
1 ,...,MP

m
)

Here, k′ denotes the size of the candidate set CSMP
1 ,...,MP

m
and Q′ the query

object transformed into domains of values of the primary modalities. For
obvious reasons, this approach is sometimes also denoted as incremental fil-
tering of the dataset, study [139] refers to it as serial mode of operation. Clearly,
a result R obtained in this way may not exactly satisfy the definition of a
kNN query as defined in Section 4.2. In particular, some false dismissals
of relevant objects may occur in the first phase of retrieval, i.e. during the
selection of the candidate set. We shall discuss this phenomenon in more
detail later. We can also notice that with the asymmetric fusion the issues
of finding a suitable aggregation function and normalizing the partial dis-
tances may not be relevant. In case of two modalities, the primary one may
be used solely to select the candidates, which will then be searched using
the secondary modality only. Naturally, it is also possible to combine both
modalities in the second phase, in which case the same problems need to
be solved as discussed in the previous section.

Reasons for applying the asymmetric fusion may be threefold: the pri-
mary modalities may really be more vital for a given use case scenario, the
asymmetric solution may be chosen because of efficiency issues, or some of
the modalities may not be available at the beginning of the query evalua-
tion. Let us explore each of these situations more thoroughly.

The situation in which some of the modalities are more important can
be easily illustrated in the following use case of a restaurant search: Paul
wants to find a restaurant that suits his preferences and is located within a
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walking distance from his hotel. Evidently, it is not necessary to compare
all restaurants in the world to his preference list; instead, only those that
satisfy the locality criterion should be taken into consideration. Therefore,
locality becomes the primary modality, whereas the similarity between a
restaurant’s description and Paul’s dining preferences will be the secondary
retrieval criterion.

Asymmetric fusion techniques are also frequently used to provide a
simple and efficient multi-modal solution. In this case, the modality with
the highest selectivity or fastest processing is chosen as the primary one.
Most typically, a text modality is used in this place since text retrieval tools
are well established. Only the objects with relevant text metadata are then
further evaluated by more costly modalities that e.g. take the content into
consideration. From the efficiency point of view, the advantages of this ap-
proach are indisputable. However, it is necessary to carefully analyze the
input dataset and target use cases to decide whether the filtering of objects
by the primary modality will not have significant negative effects on the
recall of the system. This may easily happen if the primary modality is of
a low quality – it is well known that text-based search of web images will
miss a large portion of relevant objects, as these are not associated with the
appropriate keywords.

The situation in which some of the modalities become available only in
the course of query evaluation is the most interesting. The values of such
modality are defined in the context of a given query, using pieces of infor-
mation obtained in the query processing. To illustrate this concept, let us
consider a music search scenario: Jane wants to find songs similar to her
favourite one, so she submits this song into a content-based audio search
system. The system supports several audio descriptors, but also categorizes
songs by genre. As Jane has not defined her favourite genre, this informa-
tion cannot be utilized in the beginning of the search. However, after the
identification of candidate objects, the system can analyze them, identify
the genre most probable to suit Jane, and filter the candidate songs.

The last scenario introduces a new dimension to our discussions of multi-
modal retrieval methods. We need to distinguish between modalities that
are available from the beginning of the retrieval process, and the additional
modalities that arise during the query processing. Therefore, we introduce
the concept of basic and derived modalities:

• Basic modality MB is any modality that is readily available in the
dataset and is independent of a particular query. Typically, the ba-
sic modalities are used to index the dataset.
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• Derived modalityMD is a type of information that is not explicitly con-
tained in either the query or the dataset, but can be derived during the
query processing from the properties of candidate results.

4.3.2 Fusion Scenarios

For each of the basic approaches to modality integration we have identified,
different implementations exist that vary in a number of aspects. In this
section, we are going to focus on the timing of the fusion phase, i.e. its
integration in the data indexing and query evaluation processes. Different
fusion scenarios that are discussed bellow significantly influence both the
costs of the data retrieval and the adjustability of the search process.

Depending on when the fusion is executed, the multi-modal approaches
are traditionally divided into two classes denoted as early fusion and late fu-
sion. First of all, we are going to review the early fusion solutions, for which
the most important processing takes place before data indexing. Then, we
move on to techniques that exploit the modalities during the actual query
evaluation. To understand the basic design patterns of individual solutions,
we take a closer look at the query processing pipeline and describe its main
components. Afterwards, we discuss fusion techniques that can be applied
in individual query processing phases.

For completeness, let us mention that both early and late fusion tech-
niques can be utilized in one search system. In that case, we speak about a
hybrid fusion [11].

Early Fusion: Dataset Preparation and Indexing

The principal characteristics of early fusion methods is the fact that all avail-
able modalities M1, . . . ,Mn are combined prior to data indexing. During
the whole existence of the search system, only one fused projection func-
tion p ̂M1,...,Mn

and distance measure d ̂M1,...,Mn
are utilized, which can be

understood as a new fused modality. Early fusion is also denoted as data fu-
sion, feature fusion, or a joint features model, because it happens on the feature
level, before any decisions concerning the similarity of objects are taken.

The main benefit of early fusion paradigm is the offline processing, where
extensive analysis of data properties may be evaluated. Having defined the
new fused modality, the search engine is then built as single-modal, using
standard indexing techniques and retrieval algorithms such as the ones re-
ported in Chapter 3. Naturally, such index structures can be chosen that are
optimal for the given complex descriptor and similarity measure.
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Major disadvantage of early fusion solutions is the limited flexibility of
the resulting search system. The combination of modalities is usually fixed
in the index and cannot be adjusted to accommodate particular user’s pref-
erences. Even though some progress has been made towards providing
index structures that support multiple distance functions [37, 46], the flexi-
bility is still very limited. Thus, the early fusion solutions are more suitable
for narrow domains and well-defined tasks than for broad-domains and
general purpose searching.

Within the early fusion category, we can distinguish the following three
types of approaches that differ substantially in the level of data preprocess-
ing applied:

• No data analysis: The simplest possible fusion solution just concate-
nates the individual descriptors into one and uses this new feature to
organize the data. The fused projection function is thus of the type
p ̂M1,...,Mn

: DX → DM1 × . . . × DMn . A simple distance function
suitable for the new descriptor domain is used (typically, some Lp

metric).

• Distance aggregation: More sophisticated fusion techniques also uti-
lize feature concatenation, but they exploit machine learning tech-
niques to find a distance function that suits the information needs of a
given application. The overall distance measure dAG

̂M1,...,Mn
: (R+

0 )n →
R+

0 typically aggregates the distances provided by individual modal-
ities, as discussed in Section 4.3.1.

• Feature fusion with semantic analysis: The most advanced early fu-
sion strategies focus on mining semantic relationships between modal-
ities, and identification of data characteristics that are most important
with respect to a given data set and/or retrieval task. Typically, the
resulting feature space has a lower number of dimensions than the in-
put ones, so the early fusion can also be seen as dimensionality reduc-
tion technique. A suitable distance function also needs to be selected
during the semantic analysis.

Query Life-Cycle

For approaches that do not exploit early fusion, all the important processing
takes place during the query evaluation. This comprises not only the iden-
tification of candidate objects, but also query preprocessing or relevance
feedback. Actually, the query processing has become a rather complex task,
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Figure 4.1: Query processing schema.

consisting of several distinctive phases that are depicted in Figure 4.1 and
summarized in Table 4.1. The individual steps differ significantly in the
amount and type of information exploited within them. Even though it is
not necessary for each search engine to implement all these phases, the core
structure of the processing remains the same across different solutions. For
our further analysis of query processing techniques, it is essential to under-
stand the fundamental mechanisms of the search task evaluation. There-
fore, let us provide a brief introduction of each phase:

Query specification First of all, users need to express their information
need as a query. Let us remember that a query is composed of a query ob-
ject and a distance function, which together model the user’s requirements.
However, it is quite common that users only choose the query objects and
the distance function is automatically provided by the system. The search
engine interface should provide suitable support for intuitive query formu-
lation, e.g. guide users through the definition of individual query modali-
ties. No search engine computations are evaluated in this phase.

Query preprocessing Before initiating the retrieval process, it may be prof-
itable to refine the query so that it is better suited for searching. In standard
information retrieval, the query preprocessing typically comprises normal-
ization of the search phrase, i.e. the removal of stopwords, lemmatization,
etc. In the multimedia processing, an extraction of descriptors from query
objects is a typical preprocessing activity. More sophisticated techniques
can then be used to expand the query, i.e. provide richer information about
the query object that can be exploited in the retrieval. A survey of query ex-
pansion techniques can be found in [39]. The costs of this phase may vary
from negligible to considerable, if large knowledge sources are mined dur-
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Query preprocessing Basic search Results postprocessing

Query is refined using
additional information
sources such as dictio-
naries, ontologies, or
knowledge bases.

Dataset X is searched for
candidate objects. Full scan
or more sophisticated re-
trieval using index struc-
tures is employed.

Candidate objects are ana-
lyzed to reveal query and
dataset properties. Addi-
tional information sources
may again be used.

Input: query Input: (expanded) query Input: query and candi-
date objects

Output: refined query
(cleaned, expanded, dis-
ambiguated, ...)

Output: candidate objects Output: final result set (or
a refined query in case of
relevance feedback)

User interaction: possible User interaction: none User interaction: possible

Aim: provide as clear and
rich query as possible

Aim: find candidate ob-
jects such that the most rel-
evant are among them

Aim: identify the most rel-
evant objects among the
candidates

Costs: low to high, de-
pending on the size of data
analyzed and the complex-
ity of processing

Costs: high for large data
sources, depends on index
structure used and cost of
single object processing

Costs: should be low – sim-
ilarity computations may
be costly, but only a small
dataset is processed

Critical issues: informa-
tion sources need to be
used carefully, otherwise
the query may get puzzled
rather than cleared

Critical issues: trade-of
between results relevance
and search costs

Critical issues: quality de-
pends on relevance of in-
put data; larger input bet-
ter, but more costly to pro-
cess

Table 4.1: Search phases comparison

ing the query refinement or expansion. In case the pool of potential query
objects is known in advance, the preprocessing can be done offline for all
objects. The phase produces a query object ready for searching.

Basic search The most critical phase from the efficiency point of view is
the primary or basic search (BS), when the candidate objects need to be iden-
tified from among the whole dataset. The costs of this phase depend on
the size of the dataset, the index structures in use, and eventually on the
applied level of approximation. The basic search is evaluated without user
interaction and produces a set of candidate objects CSBS . Depending on
the strategy of the search engine, the candidates may be either directly for-
warded to the user as the final result, or submitted to the postprocessing
phase. In the latter case, the number of candidates is typically orders of
magnitude larger that the requested result set size.
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Result postprocessing When this phase is implemented, its task is to re-
evaluate the distances between the query and the candidate objects, using
additional measures of similarity. Typically, more complex computations
are used in this step as the number of objects subjected to evaluation is
much lower than in the basic search phase. Interaction with users can be
exploited to obtain additional information about the selected candidates.
Unless the relevance feedback mechanism is applied in the following step,
the postprocessing phases produces the final answer set.

Result presentation In most systems, the results are displayed in a list
or grid, ordered by their distance (dissimilarity) from the query object. In
more advanced interfaces, result clustering or reordering may be applied to
provide a more user-friendly presentation [7, 61].

Relevance feedback The relevance feedback is a mechanism that enables
an iterative refinement of the result set. In its original form, as introduced
in [140], relevance feedback assumes interactive searching, where users re-
peatedly provide their opinion on the relevance of current candidate ob-
jects. More recently, a variation denoted as pseudo-relevance feedback was
introduced, which replaces the user opinion by an assumption that the can-
didate objects retrieved in last iteration are likely to be relevant and their
properties can be utilized to learn about the properties of the desired an-
swer. With both interactive and automatic evaluation of results, the rele-
vance feedback loop may be repeated several times. In each iteration, ei-
ther the query object or the query distance measure is updated. The refined
query is then reintroduced either to the basic search, or the result postpro-
cessing phase.

Late Fusion: Query Processing

In a multi-modal search system that exploits late fusion, modalitiesM1, . . . ,

Mn are not fused in advance, but at the query evaluation time. We can
think of this approach as of an on-request fusion – a late fusion system typ-
ically supports mono-modal retrieval over some of the available modalities
as well as a set of multi-modal distance functions from which the user can
choose. In fact, flexibility of searching is one of the most important char-
acteristics of late fusion solutions. Late fusion is also frequently denoted
as decision-level fusion as the decisions – i.e. partial distances provided by
mono-modal distance measures dM1 , . . . , dMn in context of retrieval appli-
cations – enter the fusion phase instead of the descriptors.
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Late fusion can be implemented in various ways, taking advantage of
different information available in different query processing phases. Fig-
ure 4.2 populates the individual query evaluation phases with processes
that may be utilized to exploit the multi-modal nature of the query. For
easier orientation, let us suppose that we only need to combine two modal-
ities. This model can be straightforwardly extended to multiple modalities.
Let us briefly comment on the semantics and mechanisms of modality fu-
sion applied in individual phases:

Query specification The processing begins by the specification of a query,
which may be multi-modal, or consist of only one modality. When a multi-
modal query is issued, user may directly define the modalities (e.g. choose
preferred colors or shapes in case of image searching) or provide a com-
plex query object (image), from which the modalities are automatically ex-
tracted.

Query preprocessing Query preprocessing can be used for two purposes
in the context of multi-modal retrieval: first, it can attempt to refine or ex-
pand the input modalities, and second, additional modalities may be ob-
tained. To refine the input, relationships between the modalities as well
as some additional resources can be utilized. To illustrate such situation,
let us consider a query defined by a keyword and a visual example, which
asks for images of an apple fruit. By itself, the keyword “apple” is am-
biguous, but the visual example together with some knowledge base (e.g.
ImageNet [56]) can be exploited for disambiguation of the term. As for
the acquisition of additional modalities, we can recall the example of music
searching and automatic genre determination. In both cases, the prepro-
cessing actually introduces an auxiliary query, which is evaluated either
over the same dataset, in which case we speak about (pseudo-)relevance
feedback, or over some external knowledge base. Query expansion that
provides additional modality for image searching is reported e.g. in [43,
136, 149].

Basic search and postprocessing In these two principal retrieval phases
the dataset objects are surveyed and the result set is actually formed. As
we already know, in early fusion solutions the available modalities are in-
tegrated in advance and the whole query processing utilizes multi-modal
descriptors and data structures. In late fusion systems, the data retrieval
begins as mono-modal but during the processing, either the modalities are
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Figure 4.2: Modality fusion in the query life-cycle.
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gradually added to the selection process, or several mono-modal candidate
sets are being retrieved and merged. The actual fusion can occur in both
basic search or postprocessing phase. The specific characteristics of each
option will be further analyzed later.

Result presentation When all the evaluations are completed, the final re-
sult enters the presentation phase. As depicted in the processing schema in
Figure 4.2, the whole query evaluation may exploit only a single modality
until the presentation phase, then use the remaining modalities merely for
the final organization of result objects. The result re-ranking applied here
is very similar to some postprocessing strategies, but the lower-ranking ob-
jects are not discarded.

Relevance feedback To prevent the schema from becoming too compli-
cated, Figure 4.2 does not consider the possible (pseudo-)relevance feed-
back loop in the query evaluation. When the relevance feedback is applied,
all search iterations except for the last one do not produce a final result af-
ter the postprocessing phase, but return a refined query that re-enters the
whole evaluation. Relevance feedback may be utilized to obtain values of
some modalities that are not present in the query specification, to refine the
values of available modalities, or to adjust the query distance function to
better suit user’s information need [98, 113, 143, 148].

Although most query evaluation phases may be involved in the integra-
tion of modalities, it is obvious that the basic search and postprocessing
steps are the most important ones for the overall performance of a late-
fusion system. These two phases form the retrieval core where candidate
objects are retrieved and merged. Query preprocessing as well as relevance
feedback build upon this core, issuing additional queries that are used to
refine the query object q or to adjust the distance dQ. The effectiveness of
the whole searching is influenced by many factors, including the selection
of modalities, aggregation function, and preprocessing and postprocessing
strategies. Efficiency, however, is straightforwardly determined by the effi-
ciency of the core phases. The more search iterations and additional queries
are applied, the more important the efficiency of the core becomes. There-
fore, let us explore the fusion capacities of these phases in more detail.

Late fusion in basic search phase In late fusion systems, the dataset X is
typically preprocessed (indexed) by one or several of the supported modal-
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ities. Let independent indices IMi1 , . . . , IMim be available in a given system
SEM1,...,Mn . The basic search will typically begin by a retrieval of candidate
objects from one or several of these indices. The fusion can be performed
during this retrieval, or by merging the candidate objects from several sep-
arate mono-modal retrievals. In the former (asymmetric) case, the index
structure IMi that is exploited needs to be designed in such a way that it
can support retrieval by more modalities than were used for the organiza-
tion of objects. The latter (symmetric) case is more general, as it allows to
combine candidate sets CSMi1 , . . . , CSMim from any number of indepen-
dent searches. As the number of objects from the dataset X that may be
accessed in the basic search phase is not limited, the processing may be
quite costly. If sub-searches for individual modalities are used, these can
be evaluated in parallel, but the actual fusion may become a performance
bottleneck of the whole system.

Late fusion in postprocessing phase For fusion evaluated in the post-
processing phase, the basic search needs to provide a set of candidate ob-
jects CSBS . One or several mono-modal basic search runs are therefore
executed, each selecting a limited number of most promising objects from
X . These partial results are then merged together and form the candidate
set CSBS . No more objects are accessed in the postprocessing phase than
those in CSBS , which strictly bounds the processing costs. Depending on
whether all modalities are exploited in the candidate selection, we speak
about asymmetric or symmetric postprocessing fusion. The actual fusion is
often denoted as result ranking or re-ranking, as the postprocessing defines a
new ranking of the initial result, the top objects of which are then reported
as the final result. It is important to notice that fusion in postprocessing
phase allows to exploit derived modalities, as discussed in Section 4.3.1.
Because of its low costs, ranking fusion is the most frequently used fusion
technique in multi-modal retrieval [57].

4.3.3 Flexibility

At the beginning of this chapter, we have argued about the impossibility of
defining a universal similarity measure for image data that would be suit-
able across different applications and user preferences. This poses a chal-
lenge of providing flexible search solutions, especially for broad-domain,
general-purpose data management systems. Multi-modal approaches are
in principle suitable for such needs, as they utilize several views on the
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similarity. If users can influence the manner in which these are combined,
their preferences get reflected in the retrieval process.

As we have observed in the descriptions of selected fusion scenarios, not
all modality fusion techniques allow users to adjust the combination. Typ-
ically, early fusion approaches do not support flexible searching, whereas
some late fusion architectures are highly adaptable. We propose to distin-
guish the following three levels of flexibility:

• Zero flexibility: The selection of modalities as well as their combination
is fixed in the search system.

• Aggregation flexibility: The selection of modalities is fixed, but users
can influence the aggregation function. The aggregation flexibility
can be either full, or partial. In the latter case, the set of supported
aggregation functions is determined by some required properties, e.g.
monotonicity.

• Feature flexibility: In this case, we again distinguish between full and
partial feature flexibility. For full flexibility, the modalities to be fused
need not be determined strictly in advance, but users can choose an
additional modalityM′ = (pM′ , dM′) during query specification. The
system thus has to be able to introduce the new modality into a query
processing without needing to rebuild the whole search infrastruc-
ture. In case of a partial feature flexibility, adding a new modality is
processed off-line and may require adaptations of the infrastructure,
but does not necessitate a complete rebuild of the search system.

4.3.4 Precision

The effectiveness of a retrieval system can be analyzed on two levels: 1) dis-
tance-based or objective, which analyses the precision of the query evaluation
with respect to selected data representation and the query distance func-
tion dQ, and 2) user-perceived, subjective or semantic, which concerns the sat-
isfaction of users’ information need. The second view is more realistic and
determines the eligibility of the search system, but depends on multiple
factors – the selection of modalities, quality of data capturing and feature
extraction, the definition of the distance function, and the precision of the
actual retrieval. In this section, we leave aside the semantical aspects and
focus only on the objective precision of query evaluation.

In large-scale searching, it is very common that some approximations
are applied in the query evaluation to decrease the computation costs. As
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we discussed in Chapter 2, the approximations may not result in any notice-
able deterioration of the result quality as perceived by users, because the
similarity-based searching is always (semantically) approximate by nature.
In the multi-modal retrieval, we need to distinguish between two types of
approximations: those that regard the processing of individual modalities,
and approximations of the actual fusion.

The approximations that can be applied during the processing of indi-
vidual modalities, i.e. during the retrieval of candidate objects with respect
to a given modality, are systematically studied and classified in a survey
study [130]. The authors of this study analyze four dimensions of the ap-
proximate retrieval, which comprise the applicability a given technique for
different data domains, the principles of achieving approximation, the re-
sult quality guarantees, and the user interaction with the system. The same
criteria can also be applied on approximations that take place in the fusion
phase. As concerns the applicability aspect, a wide range of solutions can
be found; some are applicable to any data and distance function (typically,
the solutions that fuse modalities in the postprocessing phase) while other
are carefully tuned for a specific combination of features (some specialized
index structures). If we focus on the implementation aspect, most of the
fusion approximations fall into the category of reducing comparisons: the
similarity of objects is not evaluated for all candidates that are potentially
relevant, but only for the more probable ones. As for the results quality,
usually no guarantees are given. On the other hand, the majority of fusion
solutions allow users to influence the trade-off between retrieval costs and
precision. More details about approximations will be discussed later for
individual solutions.

4.3.5 Efficiency and Scalability

Efficiency and scalability are two interconnected topics that are obviously
crucial for large-scale retrieval. Unfortunately, the efficiency of any search
system is influenced by so many factors that it is nearly impossible to re-
liably assess the overall costs of the query processing. In this section, we
try to decompose the processing costs into several parts and analyze the
influence of different fusion techniques on the overall efficiency.

As we demonstrated in Section 4.3.2, query processing may consist of
several phases, some of which can be evaluated more than once. Instead
of analyzing the whole complex process, let us focus on the types of proce-
dures that most significantly contribute to the overall costs.
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Feature extraction The extraction procedure is typically applied in query
preprocessing step. In this phase, it introduces fixed costs that do not influ-
ence system scalability. However, feature extraction can also be applied in
later phases to obtain some additional features of selected candidate objects,
in which case the efficiency of the extraction has a more pronounced influ-
ence on the overall performance. The extraction costs differ significantly
for different modalities: while the text preprocessing is very cheap, the ex-
traction costs of some content-based features such as the SIFT descriptors
are considerable (more details can be found in Chapter 3).

Index traversal Selecting candidate object with the help of different data
organization techniques (indices, hashing) is usually the most expensive
task. Obviously, the costs are not static, but depend on data size, its dis-
tribution in the search space, and eventually on the approximate search
strategy applied. Different indexing techniques as well as their limitations
were discussed in Chapter 3.

Modality fusion So far, all the costs we discussed were related to the pro-
cessing of individual modalities. However, the fusion procedure itself may
also increase the complexity of query evaluation. Clearly, this only concerns
the late fusion approaches. As we already mentioned, there is a significant
difference between late fusion techniques that operate in the basic search
phase and those that follow the postprocessing paradigm.

In the former case, it is very important how the results of individual
sub-search runs are accessed and merged. As we shall see later, the number
of objects that need to be visited in the fusion phase is not limited for some
techniques and the fusion may thus degrade to linear complexity.

For solutions that exploit fusion in the postprocessing phase, the effi-
ciency as well as scalability is much better. However, this is paid for by a
lower search precision. The performance of individual postprocessing solu-
tions may still differ significantly depending on the number of objects that
enter the search phase, the necessity to extract additional features, and the
complexity of similarity computations evaluated in this phase. However,
the costs of the postprocessing remain fixed for any size of the searched
dataset, and the scalability depends only on the performance of indexing
structures exploited by primary modalities.
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4.3.6 Other Aspects

The five criteria for classification of multi-modal retrieval techniques we
have presented so far reflect our interest in efficient and flexible large-scale
retrieval. Naturally, there exist other aspects that are worth attention and
could be exploited to define a different categorization. Even though a de-
tailed analysis of these issues is out of the scope of this work, let us briefly
introduce at least some of them.

Selection of modalities As suggested in the brief discussion of potential
dangers of multi-modal fusion in Section 4.1.2, it is extremely important to
choose a suitable set of modalities that provides complementary informa-
tion and does not worsen the retrieval effectiveness. From the efficiency
point of view, it is also advisable to carefully balance the additional infor-
mation provided by a complementary modality and the additional costs
induced by its processing. Therefore, a thorough data analysis should be
performed before a multi-modal search system is designed [11].

Suitability of individual fusion scenarios for different application do-
mains This aspect is clearly related to the flexibility issue and also to the
utilization of modalities during the fusion. Early fusion solutions that ana-
lyze data properties and exploit machine learning with ground truth data to
select suitable data characteristics are very well fitted for narrow domains,
but hardly applicable in general-purpose retrieval because of high process-
ing costs. On the other hand, the late fusion approach that allows to con-
struct flexible systems is suitable for broad domains.

Level of user participation in the retrieval process In our survey, we
mostly focus on fully automatic solutions, as it is well known that in gen-
eral, users do not like to provide much input during the query processing.
However, in some specific cases the situation is different and the retrieval
system can ask users for opinion on the relevance of selected objects. This
information is then used to adjust the query processing, as demonstrated
e.g. in [98].

Utilization of additional information sources Utilization of ontologies
and general web data is a strong trend in modern multimedia retrieval.
These resources find use mostly in query preprocessing. Solutions that ex-
ploit such data are reported e.g. in [80, 82, 120].
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Synchronization of modalities In our study, we primarily focus on image
data which do not have a time dimension. However, for stream data such
as sound or video, the synchronization of modalities is a vital and very
challenging task. A survey of related problems and available techniques
can be found in [11].

4.4 Techniques

In the previous sections, we have analyzed different facets of multi-modal
retrieval separately. In this part, we present several complete solutions and
illustrate how the individual dimensions work together in practice. The
following subsections represent various existing research directions in mul-
timedia retrieval. For each of them, we provide a compact review of its
behavior within the selected dimensions, present one or several particular
techniques, and comment on the most interesting properties.

4.4.1 Simple Early Fusion

Fusion type: Symmetric aggregation
Fusion scenario: Early fusion
Flexibility: Zero
Approximation level: None
Fusion scalability: Medium

The simplest possible solution for modality fusion is provided by a feature
concatenation accompanied by some naı̈ve similarity measure (e.g. an Lp

metric) or a simple aggregation of the partial distances (e.g. a non-weighted
sum or average). The concatenated descriptors and the aggregated distance
form a single new modality that can be indexed and searched by standard
index structures. Such solutions can be found among older solutions for
the ImageCLEF retrieval tasks [57, 71] or video retrieval [147].

In these solutions, no semantical processing is performed to analyze the
correlations between modalities – the modalities are considered orthogonal
and equally important. The main advantages of this approach are its sim-
plicity, easy implementation, and the fact that all modalities are exploited
for all objects (this is a common trait of all early fusion techniques). Also,
no training data is needed. However, many of the opportunities of multi-
modal searching are not exploited in the simple early fusion, as neither ad-
vanced semantics nor retrieval flexibility is provided. The efficiency and
scalability of such solutions depends strongly on the performance of in-
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dex structures that are utilized to organize the fused descriptors. However,
the concatenation approach often results in bulky descriptors that face the
dimensionality curse problem. Therefore, this type of fusion can be consid-
ered suitable only for situations where the modalities are really orthogonal,
the descriptors are not too large, and user interaction with the search sys-
tem is not expected.

4.4.2 Semantic Early Fusion

Fusion type: Symmetric, semantic fusion
Fusion scenario: Early fusion
Flexibility: Zero
Approximation level: None
Fusion scalability: Medium to high

The main strength of the early fusion paradigm lies in the possibility of
carrying out a thorough analysis of data properties. The synergy between
modalities can be exploited to identify semantically relevant data character-
istics and reflect these in the overall similarity measure. In this section, we
present several techniques that perform such analysis and provide either
semantically richer descriptors, or fine-tuned aggregation functions.

When exploited in early fusion, an aggregation function typically de-
termines the semantics of retrieval over data represented by concatenated
descriptors. Such solutions can be frequently seen in search systems that
combine modalities of a similar type (i.e. multiple visual features) but are
also used for a fusion of more diverse data (image visual content and text
description). Feature concatenation with a weighted sum aggregation is
used for the fusion of five visual descriptors in content-based search sys-
tem MUFIN [16], where standard machine learning techniques were used
to assess the aggregation function parameters. In [23], a similar approach
is used to join text terms and visual terms for medical image search. The
authors of [6] apply genetic programming methods to learn aggregation
parameters for the fusion of local and global image descriptors.

Alternatively, the semantics can be contained in the descriptors. In this
case, the fused descriptor is not formed by a concatenation of original de-
scriptors; instead, significant dimensions from all modalities are identified
and only these are contained in the new descriptor. To extract the signifi-
cant characteristics, various statistical methods are used to analyze the joint
feature space. Authors of [134] focus on latent semantic analysis, which is
a technique frequently used to analyze documents in text retrieval, and ex-
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tend it to work over multi-modal datasets. A similar approach is applied
in [132], where text and visual modalities are fused by concatenating the
columns of two unimodal matrices into a new matrix, which is then pro-
jected into the latent space to reduce the dimensionality. After projecting
the query vector into the latent space, the cosine similarity is computed for
each indexed document for ranking. A recent solution [65] fuses text de-
scriptions of an image with labels that can be assigned to image regions
by automatic annotation techniques. Distributional term representations
are applied, in which terms are represented by a distribution of either co-
occurrences over terms, or occurrences over other images.

Not surprisingly, the semantic fusion techniques outperform the simple
ones in terms of result relevance. As for efficiency, the costs of data pre-
processing are naturally higher, but that does not limit the scalability of the
search system. When the semantic descriptor fusion is applied, the query
processing may be even faster than in case of simple early fusion since the
resulting descriptors contain less redundancy and are smaller than the con-
catenated ones. However, all the solutions reported in this section exploit
fixed index structures and do not allow users to personalize searching.

4.4.3 Multi-Metric Indexing

Fusion type: Symmetric aggregation
Fusion scenario: Early fusion
Flexibility: Partial aggregation flexibility (monotone or linear agg.

functions)
Approximation level: None
Fusion scalability: Medium

The fact that users cannot influence the query processing is the main dis-
advantage of most early fusion techniques. Unfortunately, multi-modal in-
dexing and flexibility are rather conflicting requirements. However, there
are some fusion techniques that index data by multiple modalities and still
allow for some level of flexibility.

An early proposal of such index system appeared already in 2000. The
authors of [46] outlined the principles of an index structure called M2-tree,
which generalizes the data partitioning principles utilized in metric index
M-tree to multiple modalities. The authors parallel the relationship be-
tween the M-tree and M2-tree to that between the B-tree and the R-tree –
the additional modalities work as additional partitioning dimensions in the
M2-tree. Multi-modal data indexed by the M2-tree can be searched by any
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distance aggregation function that satisfies the monotonicity property. The
M3-tree [38], on the other hand, uses a multi-modal distance function to
organize the data. This indexing distance is designed in such a way that
the resulting index can support queries over multiple query distances dQ.
In particular, only linear combinations of mono-modal distances are con-
sidered in this approach. The upper bound on the fused distance, i.e. an
aggregation with all weights set to 1, is exploited in the indexing phase. To
improve search efficiency (i.e. to achieve better pruning), the M3-tree also
stores the components of the indexing distance in the tree nodes, which
allow computing tighter covering radii for subtrees during the query eval-
uation. The principal idea of the M3-tree was further developed in [37]
where the authors describe the mechanism of converting any metric index
structure into a multi-metric one.

The presented indexing techniques provide a flexible, precise and rela-
tively efficient retrieval solution. In particular, the efficiency of the M3-tree
is shown to be nearly equal to that of a standard M-tree built with the partic-
ular distance function requested by a given query. However, the efficiency
may not be satisfactory for real-world applications as significant amounts
of data need to be stored and complex distance computations must be eval-
uated during the retrieval. Moreover, these solutions are only applicable to
metric data domains and selected types of aggregation functions.

4.4.4 Asymmetric Indexing

Fusion type: Asymmetric aggregation
Fusion scenario: Late fusion, basic search phase
Flexibility: Partial aggregation flexibility (monotone agg. functions),

partial feature flexibility
Approximation level: None
Fusion scalability: Medium

As we could see, all indexing techniques presented in the previous section
were symmetric, i.e. all available modalities were used for both indexing
and retrieval. However, it is also possible to find asymmetric basic search
solutions that utilize a subset of available modalities to organize the dataset
X but allow precise retrieval with respect to all modalities. This can be
achieved by extending a standard mono-modal index with additional infor-
mation about secondary modalities and adjusting the retrieval algorithm so
that it takes these modalities into account when pruning the search space
and identifying candidate objects.
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To the best of our knowledge, solutions of this type have not yet been
used in image retrieval but are studied in other domains, e.g. spatio-textual
similarity search. The IR-tree [50] extends the standard R-tree spatial index
to store both spatial and text information about points of interest. Non-
leaf nodes of the IR-tree contain summarized information about text data
in respective subtrees, which allows a search algorithm to prune the search
space efficiently with respect to both textual and spatial modalities. Any
monotone aggregation function can be then used to compute the query dis-
tance. In a similar way, the LBAK-tree [2] enriches the R*-tree spatial index.
In this case, combined location- and approximate-keyword-based queries
are targeted and the LBAK-tree consists of several types of nodes that main-
tain different types of information about text in respective subtrees.

Asymmetric basic fusion solutions show a potential for supporting pre-
cise multi-modal search with a level of flexibility sufficient for many appli-
cations, and relatively low additional costs in comparison to mono-modal
indices. Noticeably, adding a modality to such index would not require re-
building the whole structure – it would only be needed to enrich the nodes
of an existing index tree with information about the values of additional
modalities in the respective subtree. However, the solutions we have seen
so far support only selected data modalities and have been proposed for
particular applications with rather specific data distributions. Providing
a general asymmetric basic-search solution and analyzing its applicability
thus remains a challenging problem.

4.4.5 Threshold Algorithm

Fusion type: Symmetric aggregation
Fusion scenario: Late fusion, basic search phase
Flexibility: Partial aggregation flexibility (monotone agg. functions),

partial feature flexibility
Approximation level: None or guaranteed (possibly user-defined)
Fusion scalability: Low

The Threshold Algorithm is a well-known late fusion solution, which was
introduced by Ronald Fagin in 2002 [66]. The aggregation of results takes
place in the basic search phase, accessing as many objects as necessary to
guarantee precise fusion results. To be applicable, the following conditions
need to be satisfied:

• For each of input modalitiesM1, . . . ,Mn, there exist two methods for
accessing data objects. The sorted access is able to sort objects from X
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by their increasing distance dMi(pMi(q), pMi(o)) from the query ob-
ject with respect to the given modality, and report them one by one as
requested. The object identifier and its distance are always provided.
The random access is able to provide the mono-modal distance of any
object when its identifier is issued.

• The aggregation function dAG needs to be monotone.

Under these conditions, the Threshold Algorithm works as follows (the
algorithm description is a near-exact quotation from [66] but we have trans-
formed it to use our notation and distance-based terminology instead of
original score-based):

1. Do sorted access in parallel to each of the n sorted lists Li. As an
object o ∈ X is seen under sorted access in some list, do random ac-
cess to the other lists to find the distance dMi(pMi(q), pMi(o)) of ob-
ject o for every modality Mi. Then compute the distance dAG(q, o) =
dAG(dM1(pM1(q), pM1(o)), . . . , dMn(pMn(q), pMn(o))). If this distance
is one of the k lowest we have seen, then remember object o and its
distance dAG(q, o) (ties are broken arbitrarily, so that only k objects
and their distances need to be remembered at any time).

2. For each list Li, let dmax
Li

be the distance of the last object seen under
sorted access. Define the threshold value τ to be dAG(dmax

L1
, . . . , dmax

Ln
).

As soon as at least k objects have been seen whose distance is at most
equal to τ , then halt.

3. Let R ⊆ X contain the k objects that have been seen with the lowest
distances. The output is the sorted set {(o, dAG(q, o)|o ∈ R}.

The Threshold Algorithm represents a theoretically precise, clear solu-
tion that is applicable in many situations. It allows to combine results of
independent search systems, which can be queried in parallel for the sorted
lists. To add a new modality, it is only needed to provide a mono-modal
search system that supports the two requested access operations. Notice-
ably, this mono-modal search can be provided by another party. Unfortu-
nately, there are no reasonable limitations of the fusion processing costs. In
the worst case, it is possible that the algorithm will need to visit all objects
in the database to be sure that the optimal solution was found, which is not
acceptable in large-scale applications.

To address this problem, Fagin also proposed an approximate variant
of the algorithm. He defined a θ-approximation in the following way: For
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θ > 1, a θ-approximation to the top k answers is a collection of k objects
such that for each y ∈ X among these k objects and each z ∈ X not among
these k objects, θ.dAG(q, y) ≤ dAG(q, z). Early termination algorithm as well
as other solutions for situations with restricted sorted and random accesses
are proposed in [66]. Unfortunately, there are still no guarantees of the re-
trieval efficiency. In the most scalable setting, a search system exploiting the
Threshold Algorithm may iteratively display the changing answer set and
the current precision guarantee and users can decide whether the searching
(i.e., answer refining) process shall continue.

4.4.6 Symmetric Postprocessing

Fusion type: Symmetric aggregation
Fusion scenario: Late fusion, postprocessing phase
Flexibility: Full aggregation flexibility, partial feature flexibility
Approximation level: Not guaranteed
Fusion scalability: High

Symmetric postprocessing fusion can be understood as an approximation
of the Threshold Algorithm that accesses only a limited number of objects
from each sorted list Li provided by modality Mi. The reasons for exploit-
ing this approximation may be threefold: 1) the precise modality fusion
evaluated by the Threshold Algorithm is too expensive, 2) the requested
aggregation function is not monotonic, or 3) the mono-modal search sys-
tems that provide input for the fusion phase do not offer full sorted lists
of objects from X . We may also notice that solutions of this type are fre-
quently used for small datasets where sequential processing of complete
ordered lists Li does not pose an efficiency challenge (e.g. [51]).

Symmetric postprocessing fusion is often employed in solutions of the
ImageCLEF tasks [57], which typically exploit linear combinations of text
and visual modalities. A more sophisticated solution of [40] utilizes fuzzy
inference rules for score-based fusion. In [104], the CrowdReranking al-
gorithm is presented, which combines results of multiple text-based web
search engines to increase the relevance of text retrieval. The aggregation
works on a voting principle known from classification algorithms. The au-
thors of the CrowdReranking algorithm argue that although text search is
used in all fused mono-modal systems, the particular distance measures
are different and their combination provides richer information. A similar
idea is discussed in [64] where a number of heterogeneous mono-modal
methods are evaluated to maximize the diversity and complementariness
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of searching. Multiple visual, textual and early-fusion multi-modal indices
are exploited that use different information to search the data and produce
the candidate sets. Finally, the authors of [96] propose to fuse the results of
multiple retrievals over the same data, but different index structures. Each
of these indices provides approximate results (because of efficiency issues),
so several such results are combined to increase search precision. In this
case, the partial results are aggregated by the union operator.

Easy applicability of the fusion phase on top of existing search systems
and low additional costs are two obvious advantages of all postprocess-
ing solutions. With a suitably chosen aggregation procedure, a symmetric
solution can nicely compensate for possible bad performance of a single
modality that can be caused e.g. by erroneous data. On the negative side,
most postprocessing techniques produce approximate results with no qual-
ity guarantees. However, the approximation that is measured in terms of
the query distance function may not have any noticeable negative influence
on the quality of results as perceived by users. As we already know, a cer-
tain level of imprecision is inherently contained in the content-based data
management and some false dismissals of relevant objects in query evalua-
tion are acceptable, especially in large data collections. Finding the suitable
sizes of the input candidate sets CSBS

M1
, . . . , CSBS

Mn
that optimally balance

retrieval precision and processing costs is a permanent challenge for each
particular retrieval solution.

4.4.7 Asymmetric Postprocessing

Fusion type: Asymmetric aggregation
Fusion scenario: Late fusion, postprocessing phase
Flexibility: Full aggregation flexibility, full feature flexibility
Approximation level: Not guaranteed
Fusion scalability: High

Asymmetric postprocessing fusion represents the approximate alternative
to asymmetric solutions that operate in basic search phase. One or sev-
eral primary modalities are exploited to provide the set of candidates CBS ,
which is then re-ranked with respect to additional (or all) modalities. Apart
from the obvious option of re-ranking by modalities orthogonal to the pri-
mary ones, the asymmetric postprocessing also provides space for rele-
vance feedback (RF) and pseudo-RF processing, which is frequently used.

Although some solutions that exploit visual features as the primary mo-
dality for image search are known [57, 98], the majority of re-ranking ap-
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proaches are based on the well-established and efficient text retrieval. Such
solutions are utilized e.g. in commercial image search systems Google [93]
or Bing [160], which employ text retrieval to obtain the candidate objects
and then reorder the results with respect to visual similarity. Interestingly,
Google exploits only local visual features, while Bing prefers a combina-
tion of both local and global visual similarity. In both these systems, the
re-ranking also takes into account the distribution of objects in the CBS , in
particular their mutual distances, thus capitalizing also on the pseudo-RF
information.

Ranking methods that exploit the pseudo-relevance feedback strategy
are among the most rapidly developing solutions of the semantic gap prob-
lem. Numerous approaches try to extract some useful information from the
initial result on the assumption that it should contain a substantial ratio of
relevant objects. In general, there are two information sources contained in
the initial result set: the properties of the candidate objects, and the mutual
relationships between them. Both of these can be exploited during result
postprocessing.

The object properties that are typically studied in the ranking phase are
either their position in the search space (in case of the vector space model)
or their distance from the query (the overall object distance as well as the
partial distances for individual modalities). In both cases, the aim is to dis-
cover some important dimension or descriptor that shows low variance for
many of the result set objects, indicating that this feature may be significant
for the given query. With this knowledge, we can alter the similarity eval-
uation, making it more suitable for this specific query. This is a standard
solution in classical relevance feedback [168] and is used for the ranking
purposes in [41].

Exploration of relationships between the candidate objects provides an-
other way of determining the relevant ones. Mostly, the assumption is
that the relevant objects should be similar to each other while the less rel-
evant ones will more probably be outliers in a similarity graph. Multiple
approaches try to exploit this observation by the way of similarity graph
processing. In [93, 137, 160, 167], a similarity graph is explored in a random
walk. Solutions proposed in [83, 85, 113, 129, 169] apply various types of
clustering, giving higher ranks to large clusters or to clusters which have
their centroid near to the query object. A different approach is presented
in [91], which proposes to use the idea of reverse-kNN queries and increase
the rank of objects that have the query among their nearest neighbors. Al-
ternatively, [131] studies the distances of candidate objects to other objects
in the dataset and again looks for some significant patterns.
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Similar to the symmetric postprocessing techniques, an important is-
sue in re-ranking is the choice of the size of the input set CBS . In most
solutions, this size is fixed, but the authors of [8, 9] argue that it is more
advantageous to use a flexible size of the result set, deciding upon the dis-
tribution of item scores. Also, it is not clear whether the asymmetric post-
processing should consider both the primary and secondary modalities in
the re-ranking phase, or exploit the primary modalities only for selecting
the candidate set and then evaluate these with respect to secondary modal-
ities only. The second option is more common, but [48, 98] demonstrate that
the former approach may be more suitable in certain situations.

Re-ranking solutions are popular among contemporary multimedia re-
trieval systems as they can be implemented directly on top of an existing
mono-modal retrieval system, e.g. a text-based search engine. The query
processing can be very cheap if efficient index structures are available for
the primary modalities. The RF and pseudo-RF ranking strategies also pro-
vide strong tools for overcoming the semantic gap problem. Pseudo-RF
techniques have been more intensively researched recently because inter-
active relevance feedback, albeit very successful in increasing result qual-
ity, is not likely to be used by common users (a discussion of ”lazy users”
can be found in [79]). However, it is important to realize that the perfor-
mance of asymmetric fusion strategies strongly depends on the quality of
the candidate set provided by primary modalities. Therefore, the applica-
bility of such solutions is limited to datasets where the primary modalities
are available in sufficient quality.

4.5 Summary

At the beginning of this chapter, we have presented several theoretical ob-
servations that explain why a combination of modalities should be able to
improve the quality of the complex data retrieval. In a decisive majority of
research papers we have analyzed later, multi-modal solutions are shown
to systematically outperform mono-modal ones in terms of retrieval effec-
tiveness. Therefore, it is definitely worth pursuing this research direction.
However, we could also see that there are many diverse solutions to modal-
ity fusion, which have specific properties, advantages, and disadvantages.
Even though some approaches are known to be more suitable for certain
types of applications than other ones, there is yet a lot of work to be done
in understanding the fusion and deciding the most suitable solution for a
given task.
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Considering the particular subproblem of a general large-scale retrieval,
represented e.g. by a web search, we know that the desirable properties
are efficiency, flexibility, and relevance of top-ranking results, but it is not
necessary to aim for a perfect recall. Therefore, late-fusion solutions are
more likely to be chosen. This is confirmed e.g. by commercial image search
engines that exploit approximate asymmetric late fusion. It has also been
shown that users are often not willing to cooperate with the system and
provide explicit relevance feedback. Subsequently, automatic selection of
proper fusion models and further development of pseudo-RF methods are
highly relevant research topics nowadays.

From a multitude of open challenges of the multi-modal image retrieval,
let us highlight the following ones that particularly inspired our own re-
search:

• Development of visual-based asymmetric fusion: The majority of early
asymmetric solutions to multi-modal image retrieval were based on
text as the primary modality. While effective and efficient, such ap-
proach is not applicable in situations when the text modality is not
available or of a low quality. Using a content-based modality as the
primary one poses bigger challenges in terms of efficiency, but may
achieve better precision and recall of results. It is therefore desirable
to develop postprocessing techniques for content-based basic search.

• Analysis of the trade-off between retrieval efficiency and the qua-
lity of search results: For many real-world large-scale applications,
approximate searching is the only feasible solution since precise re-
trieval would require too much processing time. However, there are
many parameters that adjust the approximate searching, the influence
of which is not yet clear. Moreover, we should continue looking for
novel index structures that would facilitate efficient data management
with a limited level of imprecision.

• Analysis of applicability of different approaches to real-world tasks:
The principal problem with application of multi-modal retrieval tech-
niques to real tasks lies in our lack of knowledge about the suitability
of these techniques for different situations. In particular, there are
very few comparisons of the performance of different techniques on
real-world data collections, which is caused also by the difficulties
related to constructing a realistic benchmarking set. Furthermore, it
is necessary to study the properties of different modalities as well as
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datasets, and identify the characteristics that influence the usability of
different search methods.

• User-friendly tools for multi-modal searching: As we could see, there
are many shades of multi-modal searching and many parameters users
may want to adjust to personalize the retrieval. A query language for
similarity searching and other user-friendly tools need to be created
to provide a unified way of communication with complex retrieval
functionalities.
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Chapter 5

Metric-Based Multi-Modal Image Search

In this chapter, we present our contributions to the problem of large-scale
multi-modal image retrieval. These concern three different but intercon-
nected areas: 1) research and development of novel efficient techniques
of modality combination, 2) comprehensive evaluation of performance of
different retrieval methods in real-world large-scale settings, and 3) a pro-
posal of a query language for similarity-based searching with a support for
multi-modal queries. As we could see in the summary of the previous sur-
vey chapter, all of these topics belong to highly actual open challenges of
multimedia retrieval. Since we aim at providing flexible search solutions,
we are mainly interested in late-fusion techniques in this work. We further
focus on image data and strive to optimize the retrieval with respect to their
characteristic properties. However, the solutions we develop are all based
on the general metric space model and thus possibly transferable to other
data domains.

As anticipated, the research in the area of complex data retrieval cannot
be conducted entirely on a theoretical level, but must be complemented by
an experimental verification of applicability of proposed solutions. There-
fore, we begin this chapter with an introduction of the MUFIN retrieval sys-
tem, a large-scale searching platform that we develop and employ to eval-
uate the usefulness of our techniques. In the following section, we present
our contributions to the research of approximate multi-modal searching, in
particular an approximate adaptation of the Threshold Algorithm, a set of
novel postprocessing techniques, and an efficient solution for asymmetric
fusion that scales gracefully with the underlying indexing structure. The
third section is devoted to an extensive comparison of performance of dif-
ferent late-fusion solutions for image search, which was evaluated over
real-world data with user-provided result relevance assessments. Finally,
we introduce our proposal of a similarity search query language, which
provides a general tool allowing users to issue any type of similarity query
in a clear and unified way. We conclude the chapter with a brief summary
of our achievements.
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Figure 5.1: MUFIN four-tier architecture.

5.1 MUFIN Similarity Search System

MUFIN [15, 123] is a universal similarity search system, which is developed
by our research team. Being based on a metric space model, the MUFIN
system can facilitate retrieval over a wide range of data collections such
as images, music, scientific experiments, or biometrics. One of the princi-
pal objectives of this system is to provide efficient large-scale retrieval. To
achieve this, MUFIN supports both centralized and distributed data man-
agement and can evaluate approximate as well as precise queries. As a part
of our research, we further develop the MUFIN search system, extending
it with support for various types of multi-modal retrieval. Before we start
discussing our contributions, let us briefly introduce the basic features of
the MUFIN system and describe its particular instance – the MUFIN Image
Search, which is utilized in all our experimental evaluations.

5.1.1 Architecture

The MUFIN acronym stands for Multi-Feature Indexing Network, describing
the basic principles of the system design. The MUFIN system is able to
index and search data with respect to multiple modalities (features), each
of which defines an independent overlay of the system. These overlays form
the executive level of a four-tier architecture depicted in Figure 5.1.

The lowest tier represents the hardware infrastructure the system is run-
ning on. Depending on the size of the indexed data and the efficiency re-
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quirements, the hardware layer can be formed by a single machine, or a
more complex infrastructure such as a cluster of dedicated machines, GRID
or Cloud architecture, or a peer-to-peer network. The executive core of
the MUFIN system in the second tier is formed by one or several index-
ing structures (overlays), which are mapped to the underlying hardware,
potentially utilizing the distributed environment. Each of these overlays
typically maintains only data necessary for a given modality (object keys
and descriptor values), partitioned among its (logical or hardware) nodes.
The number of logical nodes in respective overlays and their mapping to
physical computers are the main parameters that affect the system’s search-
ing performance. From the third tier point of view, the logical nodes of all
overlays form a single virtual overlay with a uniform access to individual
members. The third tier provides interfaces for data maintenance (inserting
and deleting data) and query specification, considering both the query form
and the strategy for query execution. Finally, the fourth level comprises of
a variety of user interfaces.

The MUFIN architecture also supports seamless integration of external
index structures. Most typically, this functionality is exploited when text
searching is requested by some MUFIN instance, since mature text retrieval
techniques are readily available.

5.1.2 MESSIF Implementation Framework

The four tiers of the MUFIN architecture may be implemented in various
ways, reflecting the needs of a given application. Individual search compo-
nents are created within the Metric Similarity Search Implementation Frame-
work (MESSIF) [21], a development platform for similarity searching cre-
ated also by our research group. The MESSIF library provides basic oper-
ations for data management and enables easy implementation of queries.
Moreover, it also enables sharing and reusing of the code as well as effi-
cient testing and comparison of results. In particular, MESSIF provides the
following functionality:

• encapsulation of the metric space concept – developers can use the
data objects transparently regardless of the specific dataset, new data
types can be added easily;

• concept of operations – introducing a uniform interface to manipulate
and query the data;
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• management of the metric data – storing objects in buckets with au-
tomatic evaluation of basic similarity queries and buckets-splitting
based on the metric indexing principles;

• automatic performance measurement and collecting of various statis-
tics, including a uniform interface for accessing and presenting the
results;

• communication layer for distributed data structures – message navi-
gation, automatic collecting and merging of distributed statistics;

• specialized load-balancing system for distributed index overlays;

• support for complex similarity queries in multi-metric spaces – this
class of functions is further developed in our work;

• user interfaces – designed to control both the centralized and the dis-
tributed data structures and to present the retrieval results.

5.1.3 MUFIN Image Search

Since MUFIN is a general purpose software product, it can be applied to
similarity search problems of a variety of applications. In order to organize
a specific data collection, a MUFIN instance needs the following parameters
to be specified for each modality Mi: (1) the projection function pMi and
the distance function dMi – since MUFIN is working with the metric space
model, (DMi , dMi) must form a metric space; (2) index structure for each
of the modalities that are required to support self-contained retrieval – a
local storage index or eventually a distributed indexing structure needs to
be selected.

In this work, we develop the MUFIN Image Search system [16], a pro-
totype application for broad-domain image retrieval. In the course of our
research, we have worked with several modalities and indexing schemas.
We briefly review them in following sections.

Modalities

In all our experiments, we limit our attention to two types of modalities
that are most typical for image retrieval: the visual similarity of the image
content and the textual similarity of image descriptions. For the visual sim-
ilarity, we utilize global visual descriptors, as these are less costly in terms
of both extraction and query processing and are therefore better suited for
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MPEG-7 descriptor Distance Weight

Scalable Color L1 metric 2.5

Color Structure L1 metric 2.5

Color Layout special 1.5

Edge Histogram special 4.5

Homogeneous Texture special 0.5

Table 5.1: Selected MPEG-7 descriptors, the respective distance measures
and the weights for distance aggregation.

large-scale retrieval. In particular, we employ five descriptors defined by
the MPEG-7 standard together with the distance functions recommended
for them [116]. The specific selection of MPEG-7 descriptors, as shown in
Table 5.1, is adopted from [67]. Although each of these descriptors can be
used separately, they are typically combined to provide a more compre-
hensive evaluation of visual similarity. Authors of [67] propose to use a
weighted sum combination and employ machine learning to determine the
suitable weights. In our study [17], we also analyzed the relationships be-
tween these descriptors as well as several possible aggregation functions,
including the simple weighted sum and a weighted sum of a logarithm of
distances. Our experiments confirmed that both these combinations pro-
vide quite satisfactory results. In all experiments reported in this work, we
utilize the simple weighted sum as specified in Table 5.1.

Concerning the textual modality, we experimented with two implemen-
tations. In the beginning, we compared sets of keywords related to im-
ages by the Jaccard set similarity measure [165], which expresses the ratio
of matched keywords between the two images. This measure is a metric,
therefore easily applicable within MUFIN, and can be evaluated very effi-
ciently. However, solutions that employ this measure are not comparable
with many other state-of-the-art search systems that exploit the standard
cosine distance with tf-idf weighting [12]. Therefore, we adapted this mea-
sure in our later experiments.

Index Structures

In the course of our research, we studied the behavior of various retrieval
techniques over different datasets. For some of these, centralized solutions
were utilized, whereas other used distributed architectures to facilitate ef-
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ficient retrieval over very large collections. However, the same indexing
structures can be used in both situations, since the data partitioning princi-
ples are very similar. Currently, we utilize the Metric Index (M-Index) [124]
structure, which is based on a hierarchical Voronoi-like partitioning of the
search space. During the query evaluation, potentially relevant data par-
titions are accessed in the order of their probability of relevance. The M-
Index can facilitate both approximate and precise retrieval – for approxi-
mate searching, the evaluation can be terminated earlier by specifying a
fixed limit of the number of objects that can be accessed during a single
query processing. In the case of distributed searching, the M-Index is ap-
plied on two levels – first to distribute the data among nodes of the underly-
ing infrastructure, and then to organize the data for each node. More details
about the distributed Metric Index can be found in [125]. Unless stated oth-
erwise, the M-Index structure is utilized in all experiments reported bellow.

In some of our evaluations, we also utilize mono-modal text-based re-
trieval. As anticipated, textual search provided by external resources can be
easily integrated into MUFIN. In our experiments, we employ the Lucene
engine [111], a state-of-the-art open-source text search system.

5.2 New Solutions for Multi-Modal Retrieval

In our study, we focus on the large-scale, interactive image retrieval. In
this context, one of the most important qualities of the retrieval process is
its speed and scalability. At the same time, it is desirable to support flexible
multi-modal searching as the current results indicate that this is a promising
way to effective management of large data. Apart from being scalable, any
such method needs to produce relevant search results. However, it is not
required in the large-scale search scenarios that all qualifying objects are
retrieved, which provides an opportunity for approximations.

In this section, we present our research in the field of late-fusion multi-
modal retrieval, which comprises the following three techniques of approx-
imate search: 1) an approximate symmetric fusion solution based on an
adapted Threshold Algorithm, 2) asymmetric postprocessing fusion meth-
ods for image search that utilize visual image content as the primary modal-
ity, and 3) a novel inherent fusion technique, which provides an effective
and scalable solution for asymmetric fusion in general. For each of these
retrieval methods, we present a theoretical analysis of its benefits, provide
a working implementation available within the MESSIF library, and exper-
imentally verify its performance over real-world data.
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5.2.1 Distributed Threshold Algorithm for MUFIN

As discussed in Section 5.1.1, the MUFIN system is able to index data ob-
jects with respect to multiple modalities (features) that can be accessed in-
dependently, thus allowing flexible searching with late modality fusion.
A straightforward fusion solution for such situation is the Threshold Al-
gorithm (TA), introduced in Section 4.4.5. However, the costs of the basic
TA are too high to keep this algorithm applicable to large-scale interactive
retrieval. Therefore, our objective is to provide an efficient search solution
with symmetric late fusion for our system. In the following text, we intro-
duce a distributed variant of the Threshold Algorithm that satisfies these
requirements.

Multi-Layer Distributed System Architecture

To manage voluminous data collections, distributed data structures are sup-
ported within MUFIN. One of possible implementations of such structures
is a peer-to-peer (P2P) data network, which is considered in this work. The
peers (computers participating in the network) offer the same functionality
and the system follows a shared distributed logic that facilitates an effective
intra-system navigation. In general, every peer of such system must pro-
vide its storage and computational resources, must be able to contact any
other peer directly (provided its network identification is known), and must
maintain an internal structure that ensures correct routing among the peers.
For maximal scalability, there are three fundamental requirements: data ex-
pands to new peers gracefully; there is no central node to be accessed when
searching for objects; and the data maintenance primitives never require
immediate propagation of updates to significant number of peers.

In the P2P architecture, every peer holds a partition of the indexed data
collection in its storage area. This data can be stored either as a simple
list, in which case a sequential scan is applied during searching, or some
indexing technique can be employed. Besides, navigation knowledge is
stored at every peer which controls the mechanism of forwarding queries
between peers. Peers communicate via messages which are delivered by
the underlying computer network. A user can issue a similarity query at an
arbitrary peer and the steps depicted in Figure 5.2 are performed to answer
the query. First, the peer consults its navigation knowledge to get a list of
peers responsible for data partitions that can contain qualifying objects, and
forwards the query to them. Since the P2P network can change in time, the
navigation can be imprecise, so the query can be forwarded several times
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Figure 5.2: A typical query processing in a P2P network.

until it reaches the respective peers (solid arrows). At every peer with a
promising partition, a local search procedure is executed that retrieves all
objects satisfying the query constraint (peers with star mark). Finally, all the
contacted peers return their partial results to the originating peer (dotted
arrows), where the final answer is merged and passed back to the user.

So far, we have only considered a single P2P structure that manages
data with respect to one modality. Let us now extend this model to em-
brace multiple modalities M1, . . . ,Mn. A complex data object o ∈ X is
transformed by the projection functions of the respective modalities into a
set of descriptors {o.fM1 , . . . , o.fMn}. This set together with an identifier
of the original object will be denoted as metaobject. The similarity of two
metaobjects is evaluated by some monotonous aggregated distance func-
tion dAG

̂M1,...,Mn
, e.g. a weighted sum of the partial distances.

To evaluate multi-modal similarity queries efficiently, we build a P2P
index for each of the descriptors. So, every single descriptor of a partic-
ular metaobject is stored by the respective index along with an identifier
of the metaobject. Moreover, a special zero overlay is defined where com-
plete metaobjects are stored. The zero overlay allows efficient retrieval of
metaobjects using their identifiers as a key – a classical P2P distributed hash
table [10] can be used, because we only need the get-by-id operation in this
overlay. In principle, these overlays are allowed to share the same infras-
tructure of physical peers.

Figure 5.3 depicts an image search system with three overlays. The first
one is built for image color modality, the second indexes shapes, and the
third represents the zero overlay. A metaobject assignment to these over-
lays is also illustrated in the figure. We can observe that each overlay con-
sists of multiple nodes and their specifics are left up to a particular dis-
tributed index structure used in the overlay. These nodes are maintained by
physical peers (illustrated by the dotted arrows). Each peer usually man-
ages at least one node from every overlay. Such a mapping is completely
transparent for overlay index structures and in general, it is automatically
done by the load-balancing mechanism.
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Figure 5.3: Multi-metric overlay setting.

Figure 5.4: Evaluation of a complex query.

Approximate Query Processing

Running a standard TA in a distributed environment would be very expen-
sive, because a single object retrieval is very inefficient. The batch approach
is more suitable and it works as follows (see Figure 5.4 for a schematic
overview). The issuing peer breaks the query metaobject into its descriptors
and executes a nearest neighbor query for every modality in the respective
similarity-search overlay. These are evaluated in parallel and a sorted list
of the top-most similar objects is returned for each modality. The objects
are then used to query the zero overlay to get distances for missing modali-
ties. Next, the user-defined aggregation function is used to compute the ob-
jects’ overall similarity dQ. If there are not enough objects with their overall
similarity under the actual threshold value τ , the descriptor overlays are
requested to provide additional batch of objects until this condition is met.

Unfortunately, a precise evaluation of the Threshold Algorithm can take
a lot of time for huge data collections. For example, a 50 nearest neighbor
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(50NN) query in a dataset of 1.6 million images takes more than one minute
to evaluate even for a batch size of 1,000 objects. Since we know that the
interpretation of similarity itself is highly individual and even the optimal
search results may not satisfy user needs, it is more reasonable to employ
approximate but efficient retrieval. Thus, we alter the stop condition and
we end the processing prematurely after ε iterations even if the threshold
condition is not satisfied. The value ε allows us to tune the ratio of the
response time and the quality of the result.

Since the parameter ε is specific for each query, the system can auto-
matically adjust its value according to user preferences or the actual system
load. To help the system tune this parameter more precisely, we can com-
pute actual quality estimations during the iterations of the TA. Since the
actual threshold value τ and the maximal aggregated distance in the cur-
rent result list dmax are updated in every iteration of TA, we can see them
as functions τ(i) and dmax(i) of the TA iteration i. We can notice two inter-
esting properties of these functions:

1. the precise TA evaluation stops as soon as τ(i) ≥ dmax(i) for some i,
and

2. τ(i) only increases while dmax(i) only decreases after the result list is
filled with k objects.

If we know the final maximal distance dmax(final) of the precise re-
sult, we can express the quality of the result after i iterations as a ratio
dmax(i)/dmax(final). The best quality is equal to 1 (precise result) while
the higher values represent worse quality. However, the final distance is
unknown during the evaluation and we can only use the actual threshold
value τ(i) as its lower bound (due to the TA stop condition). The quality
is therefore upper-bounded by dmax(i)/τ(i). Using the first ε values of τ(i)
and dmax(i), we can improve the estimation of the quality by extrapolat-
ing the behavior of the τ(i) and dmax(i) functions. Then, their intersection
can be computed, and the function value at the intersection is an estima-
tion of the dmax(final) and can be used to compute the estimated quality at
iteration ε.

In the current implementation, we use a linear extrapolation of both
these curves. This extrapolation was chosen on the basis of experiments
which had shown that for our data collection both curves become nearly
linear in later iterations. Another advantage of the linear extrapolation is
its low computational cost.
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Figure 5.5: Visualization of the standard TA (left), recall of the approximate
TA (right).

Experimental Evaluation

For the experiments, we used an instance of MUFIN system loaded with
1.6 million images gathered from the Flickr image gallery [24]. The images
were described by the five MPEG-7 descriptors introduced in Section 5.1.3,
which were indexed in separate overlays. In order to be able to evaluate
results of the distributed Threshold Algorithm, we employed a fixed ag-
gregation function, in particular a weighted sum of the five mono-modal
distances as discussed in Section 5.1.3. There were 77 peers in our MUFIN
instance, each holding up to five logical nodes of any of the six overlays.
These peers were run on a physical infrastructure with 16 CPUs and 64GB
RAM in total. For the indexing metric overlays we used the GHT* [20]
structure, each node further employed a local M-Tree [47] to actually store
the descriptors. For the zero-overlay, we used the Skip-Graphs [10] dis-
tributed hash-table.

Standard TA In the first set of experiments, we studied the behavior of
the standard TA. In particular, we logged the result sets (i.e. objects in the
result set and their distances from the query object) and threshold values
computed in individual iterations of TA, and studied their development.
The evaluation of a 50NN query is visualized in Figure 5.5 (left) for iter-
ations 1 to 100. Gray squares represent distances of objects in the result
set in a particular iteration. The upper dark curve represents the maximal
distance dmax(i) in iteration i, the lower curve shows the respective thresh-
old value τ(i). The distance between the curves after each iteration corre-
sponds to the quality of current result set. Our experiments confirmed that
the quality increases very quickly in the first few iterations while the rate
slows down later.
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Distributed TA The second set of experiments evaluated the performance
of the distributed TA solution. We executed 50NN queries for 50 randomly
chosen query objects, combining all five descriptors using the weighted
sum aggregation function. Each query was also evaluated using a sequen-
tial scan in order to establish a baseline, i.e. a precise answer to the 50NN
query. This was then used for computing recall and distance errors of the
approximate search results.

As for retrieval efficiency, the experiments proved that the costs of query
evaluation grow linearly with the approximation parameter ε (batch size).
More specifically, the number of distances evaluations grows sublinearly,
but the time saved on distance computations when the batch size increases
is spent on maintaining the bigger lists of objects (e.g. sorting) and by the
communication between the peers. In terms of effectiveness, we studied
the system recall as well as several types of approximation errors. The re-
call graph is depicted in Figure 5.5 (right) and shows the average recall val-
ues as well as the relationships between true result quality, the estimation
computed by extrapolation, and the theoretical lower bound on quality pro-
vided by the Threshold Algorithm. We can observe that the extrapolation
improves the quality estimation quite significantly.

Summary Overall, the experimental evaluation of the approximate TA
can be concluded as follows: On average, we can get as good as 80 % recall
in about 4 seconds for 50NN queries, which can be considered acceptable
for a standard user. To get a better recall the system would need consider-
ably more time. A more detailed analysis of the experiments can be found
in [18].

5.2.2 Content-based Retrieval with Postprocessing

A fundamental requirement that determines the applicability of symmetric
fusion techniques is the availability of all modalities to be fused. This is
easily satisfied in the previously discussed use case, which exploited dif-
ferent visual descriptors that are always available in an image, but may be
problematic for other types of modalities. In particular, let us consider the
combination of visual and text features. The text modality is known to pro-
vide valuable information about image semantics, but its availability and
quality greatly differs for various data sources. In case of applications that
need to deal with low text data quality, it may therefore be more advanta-
geous to utilize asymmetric fusion with content-based primary modalities,
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which are always available in image collections. The textual information,
when present, can be used to refine the basic search results.

Noticeably, asymmetric late fusion solutions that utilize content-based
modalities as the primary ones are not as well studied as the inverse case of
text-based techniques. Therefore, we focus on exploring the possibilities of
content-based searching with text-aware postpocessing of candidate objects
in the following sections.

Ranking Phase Fundamentals

As we discussed in Section 4.3.2, we find it convenient to distinguish sev-
eral phases of the query evaluation process. In this section, we are mainly
interested in the result postprocessing part, which we alternatively denote
as (re-)ranking. We assume that the set of candidate objects CBS that is pro-
cessed in this phase was provided by some content-based search technique
employed in the basic search phase.

Let us begin with a formalization of the postprocessing phase, express-
ing it as a function over the candidate set CBS . A generic function FRANK :
X → N is applied on CBS to establish a new rank of each object. The ac-
tual definition of the ranking function depends on the context in which it is
evaluated, which may comprise secondary modalities as well as additional
parameters, properties of the candidate set, etc. To improve readability, we
relax the strictness of the function definition by including the context pa-
rameters in RANKtype function as needed. We will discuss the possible
context parameters later.

FRANK(o, CBS) = RANKtype(o, context) = i,

i is the rank of the object o ∈ CBS in the given context

The ranking function FRANK needs to satisfy the following unambiguity
condition:

∀o1, o2 ∈ CBS : (FRANK(o1, CBS) = FRANK(o2, CBS)) ⇒ (o1 = o2)

Even though users are typically interested in the first k objects with k

ranging from 10 to 100, the basic search phase needs to provide significantly
more objects to allow the ranking to discover interesting results. The larger
the candidate set CBS is, the higher the chances of finding relevant objects
are. On the other hand, if CBS is too large, the postprocessing step might
be too costly. Therefore, the choice of the size k′ = |CBS | needs to balance
the following three factors: the costs of the basic search for k′ best objects,
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the cost of ranking the k′ objects, and the probability that there are at least
k relevant objects in the initial result of size k′.

In the following, we present several ranking functions that exploit infor-
mation orthogonal to content-based similarity, which is expected to be used
for the basic search. In particular, we endeavour to utilize a textual image
annotation when available, and extract semantical information from it. We
split the ranking functions into two categories: 1) functions that can auto-
matically rank the initial results, and 2) user-defined ranking where users
actively participate in the process of defining the ranking function.

Automatic Ranking

Automatic methods compute the result ranking using only the query con-
text information, i.e. the query object q and eventually some properties of
the candidate set CBS . When the candidate set is retrieved by visual similar-
ity, a successful ranking needs to exploit some complementary information
available for data objects, e.g. keywords, location, searching object popu-
larity, number of purchases of the object, etc. A more sophisticated ranking
can try to identify and exploit some patterns in the properties of objects
in the initial result, e.g. the most important keywords, or visual features
in case of images. Such approaches are traditionally denoted as pseudo-
RF re-ranking. Finally, the ranking phase may also include another type of
content-based similarity search. Naturally, several ranking functions can be
combined to provide the final order of objects.

In the following, we focus on text-based automatic ranking in collec-
tions with annotations of various quality, which is common in many web
applications such as photo galleries.

Keyword ranking Inversely to the search model applied by common web
search engines that combine text-based retrieval and visual ranking, we
propose to rank the content-based search result with respect to keywords of
the query image. The keywords need to be available for the image, which
is typically satisfied when the query object q is taken from X (e.g. in a col-
lection browsing scenario). The similarity between two sets of keywords is
measured by the Jaccard coefficient (see [165] for a formal definition of the
Jaccard similarity).

RANKqueryObjectKeywords(o, CBS , q) = i ∈ N, i = |Y |,
Y = {y ∈ CBS |(dJaccard(q.words, y.words) < dJaccard(q.words, o.words))}
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This ranking method is intended for queries with rich and reliable anno-
tations. In order to broaden the ranking range, we apply stemming and use
the WordNet lexical database [69] to retrieve additional keywords from se-
mantic relationships, as suggested in study [102]. We also remove all words
that are not nouns, verbs or adjectives.

Word cloud ranking For queries with none or sparse and erroneous text
metadata, the keyword ranking is not applicable. In this case, we propose
to exploit the keywords of all objects in CBS . The keywords are first cleaned
and expanded by WordNet as described above. Then we compute the fre-
quencies of the keywords from all objects in CBS . We denote the resulting
set of keywords with their respective frequencies as word cloud. Finally,
the ranking employs the n most frequent words from the cloud (denoted
as wordCloud(CBS).top(n)) as the query object words in the text-similarity
evaluation. Noticeably, q does not play any role in this ranking, which ex-
ploits the pseudo-RF approach.

RANKwordCloud(o, CBS , n) = i ∈ N, i = |Y |,
Y = {y ∈ CBS |(dJaccard(wordCloud(CBS).top(n), y.words)

< dJaccard(wordCloud(CBS).top(n), o.words))}

Combined visual and text ranking In the previous methods, we have
only used the textual (keyword) information for the ranking, ignoring the
initial ranking of the visual (content-based) search. As we discussed in Sec-
tion 4.4.7, this follows the typical pattern of asymmetric fusion solutions,
where the primary modality is used only in the basic search phase and the
re-ranking is performed by the secondary modality. However, the initial re-
sult is retrieved using the kNN operation which provides the ranking of its
own, and it may also be useful to factor this into the final ranking. There-
fore, we enrich the RANKqueryObjectKeywords method by summing the text-
induced distance with the distance of the respective object from the visual
space, defined by some primary modality Mvisual = (dvis, pvis). Since the
Jaccard measure gives values between zero and one, we need to normalize
dvis so that both of the two summed distances influence the ranking equally.
Thus, we multiply dvis by a normalization factor f .

RANKqueryObjKwAndV isual(o, CBS , q, f) = i ∈ N, i = |Y |,
Y = {y ∈ CBS |(dJaccard(q.words, y.words) + f · dvis(pvis(q), pvis(y))

< dJaccard(q.words, o.words) + f · dvis(pvis(q), pvis(o)))}
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Adjusting the factor f can also be used to strengthen or diminish the im-
pact of the visual descriptors on the ranking. Moreover, the RANKwordCloud

can be modified in a similar fashion resulting in the RANKwordCloudAndV isual

function that combines the results of the word cloud ranking with the visual
distances.

Adaptive keyword/cloud ranking For datasets with highly variable qual-
ity of text metadata, it can be beneficial to choose the ranking method adap-
tively. Therefore, we propose the following heuristic that combines the pre-
vious raking methods. Given the query object’s keywords and the word
cloud obtained from CBS , we prepare the set of adaptive keywords A as
follows. First, all the cleaned keywords of the query object are inserted.
If there are less than c of these, the most frequent cloud words are added.
However, the cloud words must exhibit some minimal frequency t to be
considered relevant. Note that the WordNet cleaning and enrichment as
defined above is used. The final ranking is computed as a combination of
the text ranking defined by the described keyword set and the initial visual
ranking.

A := q.keywords ∪ CBS .wordCloud.top(c− |q.keywords|, t)

RANKadaptive(o, CBS , q, c, t, f) = i ∈ N, i = |Y |,
Y = {y ∈ CBS |(dJaccard(A, y.words) + f.dvis(pvis(q), pvis(y)) <

dJaccard(A, o.words) + f.dvis(pvis(q), pvis(o)))}

User-Defined Ranking

As we already know, the understanding of similarity is subjective and varies
in different conditions. Therefore, it is not always possible to obtain the op-
timal result automatically and a user cooperation is required. In this case,
the system can display the results of the initial search and require additional
user input for the ranking phase. A new query object, a measure of the rele-
vance of the initial result, or a specification of relevant values for associated
object metadata are a few examples of possible user input for the ranking
phase.

While the user-defined ranking functions can be very powerful, they
need attention, knowledge, and time from the user. Therefore, these are
only intended as advanced options for more experienced users. In the fol-
lowing subsections, we define two ranking functions for advanced search-
ing in image data with text annotations.
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Figure 5.6: User-defined ranking: relevance-feedback ranking (left), user-
defined text ranking (right).

Relevance feedback ranking In some search systems, users can provide a
feedback on the relevance of results and ask for a refined result. To provide
this, the system uses the relevance information to modify the query object
or the similarity measure (see [168] for more details). This may be repeated
in several iterations which finally produce a better result but may take a
considerable amount of time, as a new query needs to be evaluated in each
iteration. Therefore, we propose to implement the relevance feedback as
the ranking function. As depicted in Figure 5.6, users can choose relevant
objects from the initial result. The ranking function then evaluates the final
rank of object o ∈ CBS as a function of the content-based similarity dvis

between o and each of the objects marked as relevant.

RANKRF (o, CBS , dAGG, [q1, . . . , qn]) = i ∈ N, i = |Y |,
Y = {y ∈ CBS |dAGG(dvis(pvis(q1), pvis(y)), . . . , dvis(pvis(qn), pvis(y)))

< dAGG(dvis(pvis(q1), pvis(o)), . . . , dvis(pvis(qn), pvis(o)))}

In general, no limitations are imposed on the aggregation function dAGG.
The most natural choices are however monotonic functions such as SUM,
MIN or MAX.

User-defined keyword ranking Keywords may provide a strong rank-
ing tool but automatic approaches may not always guess the optimal set
of words. Therefore, another user-defined method allows users to select
the relevant keywords of their own choice.

RANKuserKeywords(o, CBS , userWords) = i ∈ N, i = |Y |,
Y = {y ∈ CBS |(dJaccard(userWords, y.words)

< dJaccard(userWords, o.words))}
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One way of using this type of ranking is to let the users type any key-
words they consider relevant. However, there is a high possibility that their
choice will not match the keywords used in the images’ metadata. There-
fore, we allow the users to choose from the list of keywords contained in
the initial result.

Experimental Evaluation

To evaluate the quality of all the ranking functions we proposed, we orga-
nized several user-satisfaction surveys. Using a simple web interface, the
participants were shown the initial and the ranked result sets and had to
mark the relevant objects. In the two cases of user-defined ranking, the
participants were first asked to choose the relevant objects/words from the
initial result and then they evaluated the new ranking. About 40 users of
different age, sex and computer skills participated in the experiments.

For the experiments, we used two different datasets. Dataset 1, which
comes from a commercial microstock site, contains 8.3 million high-quality
images with rich and systematic annotations (about 25 keywords on aver-
age). Dataset 2 contains 100 million images from the Flickr web site [24]
and exhibits worse quality of images and sparse and erroneous keywords.
In each set of experiments, we used 50 randomly chosen query objects. For
an easy visualization of several result sets on a screen, we only used a re-
sult set with 10 objects. In the initial nearest neighbor search we always
retrieved 200 objects, which were conveyed to the ranking function. The
relevance of result is measured as a user-perceived precision, i.e. the ratio
of the number r of objects marked as relevant to the number t of all dis-
played objects from the result.

Apart from evaluating the performance of individual postprocessing
methods, we also used the experiments to study the usefulness of the rank-
ing in principle. For each result, we asked users whether they want to try
re-ranking. About 50 % of results over Dataset 2 (the worse one) and 72 %
of results over Dataset 1 were considered worth trying; the rest of the result
sets was either perceived as already very good (17 % for Dataset 1) or too
bad (33 % for Dataset 2). In case of Dataset 2, we remark that the low qual-
ity of results was caused by the low quality of some of the randomly picked
query images rather than bad performance of the basic search.

Relevance-feedback ranking First, we experimented with user-defined
ranking methods in order to get some insight into user preferences. The
RANKRF method was evaluated over both datasets, using SUM as the dis-
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Figure 5.7: Automatic ranking: (a) simple visual-based search, (b) rank by
word cloud – size 5, (c) rank by word cloud – size 10, (d) rank by
query object keywords, (e) rank by query object keywords and
visual distance.

tance aggregation function. For Dataset 1, we also processed exact multi-
object queries that retrieve the k objects from X that are most similar to a set
of query objects. Obviously, the relevance-feedback ranking provides an
approximate result for a multi-object query.

The experiments revealed that for both datasets, the precision of results
was increased by approximately 20 % using the RANKRF ranking. The
precision of results obtained by the multi-object query was only slightly
better that the precision of re-ranked results. This confirms our assump-
tion that there are enough good objects in the candidate set and re-ranking
approaches can be highly effective.

Text ranking The ranking based on users’ choice of keywords was eval-
uated only for Dataset 1. Participants of the experiment were shown the
initial result and a set of keywords, which comprised all keywords of the
query object combined with the 50 most frequent keywords from the word
cloud. Different font sizes were used to emphasize the most frequent key-
words, as depicted in Figure 5.6 (right). Users were asked to choose any
number of relevant keywords and evaluate the re-ranked result.

The results showed that the keyword-based ranking increases user sat-
isfaction by 15 %. On average, users selected 3-4 words per search. The
collected data also indicate that the more keywords were issued, the higher
the satisfaction with the result was. About 90 % of all keywords selected by
users belonged to the query object keywords. This confirms our assump-
tion that text metadata in Dataset 1 are of a high quality.
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Dataset 1 Dataset 2

result precision result precision

simple content-based search 36.2 % 23.5 %

RANKwordCloud(o, CBS , q, 5) 33.2 % 25.4 %

RANKwordCloudAndV isual(o, CBS , q, 5, f) 41.3 % 32.5 %

RANKwordCloud(o, CBS , q, 10) 35.1 % 24.9 %

RANKwordCloudAndV isual(o, CBS , q, 10, f) 42.0 % 33.7 %

RANKqueryObjectKeywords(o, CBS , q) 55.4 % 41.1 %

RANKqueryObjKwAndV isual(o, CBS , q, f) 56.8 % 43.0 %

RANKadaptive(o, CBS , q, 10, 10, f) 56.8 % 45.4 %

Table 5.2: Performance of automatic ranking methods.

Automatic ranking Another set of experiments was designed to test the
performance of the proposed automatic ranking methods over both datasets.
Participants of the experiments were shown several sets of results on one
page and asked to mark the relevant ones. Figure 5.7 shows a part of one
such screen.

Some of the automatic methods are further specified by parameters. In
particular, the RANKwordCloud and RANKwordCloudAndV isual functions may
work with a variable number of most frequent words. In the experiments,
we tested two values of this parameter to understand its influence on the
quality of results. The values 5 and 10 were chosen using our experience
from the user-defined ranking.

Table 5.2 comprises the obtained statistics. Clearly, the best results for
Dataset 1 are achieved when the keywords of the query object are taken
into consideration. This observation conforms to the conclusion we derived
from the user-defined ranking experiments. The adaptive ranking tech-
nique used the same keywords as the RANKqueryObjKwAndV isual most of
the time. As for Dataset 2, the query object keywords cleaned and enriched
by the WordNet achieve 10 % improvement of result quality. However, the
best results were obtained by the adaptive ranking which capitalized on the
cloud information combined with query object keywords.

Processing time As one of our objectives is providing effective and effi-
cient processing of large datasets, we also studied the relationships between
the obtained quality and the computation costs. The basic search phase ex-
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ploited a scalable and efficient MUFIN infrastructure, the average response
time of the initial search being 500 ms. The ranking phase costs naturally
depend on the number of processed objects. For a candidate set of 200 ob-
jects, the average time needed for post-processing was about 30 ms. Let
us recall that the postprocessing provides results of a quality comparable
to the results of the multi-object query, which guarantees precise results.
However, the costs of a precise evaluation of the multi-object query is much
higher, ranging from seconds to tens of seconds.

Summary Our experiments show that the combination of the content-
based retrieval with postprocessing methods can improve the satisfaction
of users significantly. The most successful ranking methods nearly doubled
the user-perceived quality of the results. An additional analysis of experi-
mental results has also discovered that even though the query result set still
contains some irrelevant objects, the most relevant ones were pushed to the
top. The performance of the ranking methods depends heavily on the rele-
vance of data objects in the initial result set. In the experiments, we verified
our assumption that there is a significant amount of relevant objects in the
enlarged result of a general content-based search that are scattered among
other objects and thus do not appear on the first result page. When sev-
eral hundred top-ranking objects are submitted to the ranking method, the
final result is comparable to the result of a much more expensive query pro-
cessing over the whole dataset, which we could observe for the relevance
feedback ranking.

5.2.3 Inherent Fusion

The key factor of the asymmetric postprocessing fusion is the fact that the
candidate set CBS that is passed to the ranking phase has a preset size. If
this size is too large, the search performed on the primary modality can be
very costly. Moreover, the candidate set has to be fully enumerated, which
may require additional memory and communication costs. On the other
hand, if CBS is too small, the result will be strongly affected by the primary
modality, since the objects that would be considered highly relevant by the
secondary modality are unlikely to appear within the candidates.

We believe that it is possible to significantly improve the performance of
asymmetric solutions, if we more thoroughly exploit all information avail-
able during the query evaluation. In the following, we introduce the inher-
ent fusion technique, which allows to implement the asymmetric fusion in a
more efficient and scalable way.

87



5. METRIC-BASED MULTI-MODAL IMAGE SEARCH

Technique Introduction

Let us first have a closer look at the processing in the basic search phase. In
general, indexing techniques typically partition the dataset into a number
of, not necessarily disjoint, data chunks (intervals, areas, clusters, posting
lists, etc.). Let us denote these partitions P1, . . . , Pn, where Pi ⊆ X . During
the evaluation of a query, the index typically prunes some of these parti-
tions and accesses the potentially relevant data in the rest of them to select
the answer set. The number of objects accessed in this way is significantly
(orders of magnitude) larger than the typical number of candidates in CBS .

Following this observation, we designed the inherent fusion technique
so that it utilizes all objects visited by the index also for ranking by sec-
ondary modalities. Similarly as in the asymmetric fusion techniques, we
propose to index the data using selected primary modalities MP but store
the full data objects, so that all primary and secondary modalities (MP and
MS) are held by the index. At query time, the index processes all objects
from all non-pruned partitions; let us denote these objects as super-candidate
set defined as CS =

⋃m
i=1 Pi, where Pi is a data partition that cannot be

pruned for the query object q. Instead of a standard accumulation of the
best-seen objects with respect to the primary modality MP , each object
from CS is evaluated by the multi-modal similarity function dQ which takes
into account both the primary and secondary modalities.

The difference between the standard asymmetric postprocessing fusion
and inherent fusion is schematically shown by Figure 5.8. In case of the
postprocessing (left schema), the index onMP identifies relevant partitions
Pi and ranks the data from these partitions by dMP to create the candidate
set for further processing by the query distance dQ. As described above,
the inherent fusion (Figure 5.8, right) ranks the objects directly by dQ as
they are accessed in the partition Pi. In comparison with the postprocessing
fusion, the volume of data searched with all modalities (|CS |) is consider-
ably larger, increasing the probability of discovering more relevant objects.
Importantly, this processing is far less costly than the asymmetric postpro-
cessing fusion on a candidate set of the same volume because that would
typically require processing of even larger CS within the index onMP . Ob-
viously, it is not guaranteed that CS contains the |CS | best objects with re-
spect to MP ; on the other hand, this approximation allows us to keep the
processing costs low.

The inherent fusion can be implemented relatively easily within most of
the standard indexing techniques. First, the index needs to store the data
for the secondary modalities MS so that the ranking can be applied, but
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Figure 5.8: Schema of asymmetric postprocessing fusion (left) and inherent
fusion (right).

storing additional (raw) data is usually supported. Second, the query eval-
uation procedure needs to be modified, so that additional computation can
be added to the part where the resulting set is accumulated during the pro-
cessing. This might be possible to register via hooks (callback methods), if
the implementation allows it, or the code must be modified accordingly. Fi-
nally, the system must be modified so that the query primary and secondary
modalities are split and passed to the original index partition traversal or
the modified result set accumulator respectively. In our implementations,
we utilize the MESSIF library [21], which contains all the necessary support,
so any index structure implemented on top of MESSIF can transparently
take advantage of the inherent fusion.

The inherent fusion is a straightforward extension of the re-ranking para-
digm, however the advantages obtained by this solution are considerable.
We review them with respect to the standard quality measures of retrieval
methods:

• flexibility: similarly to the standard re-ranking, there are no require-
ments on the way in which modalities MP and MS are combined at
query time (for instance, arbitrary weighting) and there are no limita-
tions on the indexability of the additional modalities (MS);

• effectiveness: relatively large set of objects can be probed with all
modalities, which is likely to improve the quality of the results;

• efficiency: the whole evaluation is done within the index without ex-
plicit enumeration of the whole candidate set CS and without any data
replication, which allows us to keep the processing costs low;

89



5. METRIC-BASED MULTI-MODAL IMAGE SEARCH

• scalability: this approach allows efficient exploitation of distributed
indexing techniques; scalability of the index structure is thus straight-
forwardly exploited to guarantee also the scalability of the inherent
fusion.

The only disadvantage of the inherent fusion solution that we are aware
of is the fact that the data stored in the index must contain also the sec-
ondary modalities, so the index requires more storage space. On the other
hand, the secondary-modality data needs to be stored in any case for the
postprocessing phase, as an online extraction of the respective descriptors
would be too costly. The difference is thus only in the implementation of
the storage facilities.

Experimental Evaluation

The performance of the inherent fusion technique was evaluated in a set
of experiments over a real-world dataset. In particular, we employed the
Profiset collection, its test objects and user-evaluated ground truth, all of
which will be discussed in more detail in Chapter 6. The Profiset collection
contains 20 million high-quality images with rich keyword descriptions,
each of the 100 test queries was defined by an example image and one or
several keywords.

In the experiments, we compared different ways of asymmetric fusion
of a primary visual and secondary textual modality. The visual similarity
of images was evaluated by the fixed combination of five MPEG-7 descrip-
tors introduced in 5.1.3, the textual similarity was computed by the cosine
distance with tf-idf weighting. The overall distance measure dQ was com-
puted as a sum of the normalized visual- and text-based distances. Dataset
objects were indexed by the visual similarity, employing a centralized M-
index structure [124] which was adapted to accommodate the inherent fu-
sion.

To assess the performance of the inherent fusion, we employed the fol-
lowing three quality measures: the objective result quality, as measured by
the distance function; the subjective result quality as perceived by users;
and the query processing costs measured by wall-clock time. For com-
parison, we also measured the performance of a standard re-ranking so-
lution and a precise Threshold Algorithm, which represent the theoretical
lower and upper bound, respectively, on results quality as well as process-
ing costs.
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Figure 5.9: Inherent fusion: Average distances at a given rank (left), average
NDCG at a given rank (right)

Distance-based result quality A distance-based evaluation of result qual-
ity is an objective method of effectiveness assessment that compares the re-
sult of a given approximate search technique RA to a precise retrieval result
RP . From several commonly used distance-based quality measures [165],
we chose the relative error on distance at k, which compares the distances of
objects at k-th position (dk) in approximate and precise results: rED(k)RA =
dk

RA/dk
RP − 1.

Figure 5.9 (left) plots the rED curves of different re-ranking and inherent
fusion methods as well as the zero error line for the Threshold Algorithm.
For the approximate fusion methods, the number in the method label rep-
resents the size of candidate set which enters the fusion phase. We can
observe that for all asymmetric processing methods, the error continues to
decrease with the growing size of CBS and CS . However, it is important to
notice that the dependence between the objective quality and the candidate
set size is approximately logarithmic. Further improvements of result qual-
ity would thus require processing significantly more objects with respect to
dQ, which confirms the need for efficient fusion techniques.

User-perceived quality The second quality evaluation takes into account
the user-decided relevance of results. In an ideal case of a perfect dis-
tance function that precisely captures user’s information need, the user-
perceived quality would copy the distance-based evaluation. In reality,
however, these two perspectives may significantly differ. To be able to
study the users’ opinion on result quality, we organized an evaluation cam-
paign described in Chapter 6 and collected relevance assessments for indi-
vidual queries and result objects. We then measured the user-perceived
quality by the normalized discounted cumulative gain at k (NDCG(k)) met-
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1 CPU 8 CPU

visual search 587 ms 415 ms

V + re-ranking 2000 789 ms 616 ms

V + inherent fusion 30000 590 ms 430 ms

V + inherent fusion 50000 852 ms 603 ms

V + inherent fusion 100000 1474 ms 999 ms

Table 5.3: Inherent fusion: Average processing time.

ric [90], which considers the relevance scores of result objects on positions
1 to k, giving more weight to higher ranking results.

The NDCG quality measure confirms that the inherent fusion technique
improves the result quality, as can be seen in Figure 5.9 (right). Again, the
dependence between the candidate set size enlargement and the quality
improvement is logarithmic.

Efficiency To assess the efficiency of the inherent fusion, we also mea-
sured the wall-clock time needed for evaluation of a single query. In order
to obtain the baseline costs of each method, we first run our experiments
using only one CPU. Then, we performed another set of experiments that
utilized 8 CPUs and thus allowed the M-index structure to utilize its inter-
nal parallelization, which is also exploited by the inherent fusion technique.
The average costs of inherent fusion methods are summarized in Table 5.3,
which also provides a comparison with the costs of a simple visual-based
search and a standard re-ranking fusion solution.

Summary The presented results show that the inherent fusion technique
achieves a very good performance-costs trade-off over real-world data. Us-
ing this technique, we are also able to provide a scalable multi-modal solu-
tion, since the scalability of underlying index structure is straightforwardly
exploited.

5.3 Large-Scale Evaluation of Multi-Modal Retrieval

As we have debated in Section 4.3.5, it is nearly impossible to assess the
performance of a given retrieval solution theoretically. We can separately
analyze the properties of different modalities, extraction algorithms, index-
ing techniques, or fusion models, but it is very difficult to model the whole
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retrieval process and the ways in which one technique influences the per-
formance and effectiveness of another. At the same time, however, it is very
important to know which solution is suitable for which task and what con-
ditions influence the suitability. When a theoretical analysis is not sufficient,
a complementary view on the problem can be provided by an experimental
evaluation of the precision-costs tradeoff in various settings. Of course, the
experiments need to be carefully designed so that the results for individual
methods are comparable and the comparison brings relevant and reliable
information.

Although experimental evaluations are contained in most research works
that introduce novel retrieval techniques, the available comparisons are
only partial. For instance, a re-ranking method that utilizes a text-based
basic search is typically compared to a simple text search and eventually to
other re-ranking techniques, but there is no comparison of behavior of the
re-ranking approach and the Threshold Algorithm. We could observe this
phenomenon also in the evaluations reported in the previous section. More-
over, each evaluation is likely to utilize a different dataset, queries, and
performance measures. While natural, these facts prevent a more thorough
understanding of suitability of individual techniques for different tasks.

In this section, we try to address this problem by providing a compre-
hensive experimental evaluation of methods for large-scale searching in im-
ages with a late modality fusion. Clearly, it is not possible to implement and
compare all solutions that have ever been proposed. To keep the task fea-
sible, we only consider basic modalities and the fundamental search strate-
gies. We believe that such evaluation is much needed and will lay foun-
dations for future more advanced analyses. In the following, we formu-
late several specific questions we would like to answer in our evaluation,
discuss the selection of methods to be compared, describe the evaluation
process, and present some of the most interesting results.

5.3.1 Objectives

Our comparative analysis addresses various aspects of late fusion methods
that combine the two most popular modalities of image retrieval, i.e. text
and visual features. Recent research activities as well as commercial appli-
cations have shown that this is a very promising way to achieving flexible
and efficient searching in web-scale image retrieval. Obviously, there are
many interesting questions related to visual-and-text image retrieval that
would be worth attention and could be studied in real-world usage simula-
tions. In our research, we decided to focus on discovering the fundamental
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characteristics of various approaches to late modality fusion, and their be-
havior on different data collections. The following sections define the par-
ticular objectives of our comparative analysis and outline the methodology
of the experimental evaluation. All following problems assume a web-like
search scenario where a multi-modal query has been provided by the user.

Problem 1: Efficiency and effectiveness of late-fusion paradigms in large-scale

In the survey of multi-modal search techniques presented in Section 4.4, we
have categorized the efficiency of different approaches into several classes,
taking into account the amount of data that needs to be processed. How-
ever, this theoretic classification gives us little information about the real
costs of a given solution, which often depend also on the distribution of the
data in the searched space. It is thus possible that the actual efficiency of the
Threshold Algorithm is good, even though its theoretical maximum costs
are very high.

To improve the efficiency and scalability of searching, many late fusion
techniques also utilize some level of approximation during query evalua-
tion. In the proposal of most such techniques, it is demonstrated that the
quality loss of the respective solutions is acceptable. However, it is hardly
possible to compare the retrieval precision of several approximate meth-
ods since different query scenarios and data collections were used in the
reported experiments.

Approach We implement different late fusion methods in a uniform en-
vironment, process a batch of selected queries over a suitable large-scale
dataset, and measure the query evaluation costs as well as the relevance of
results. Moreover, we study the influence of approximation parameters (in
particular the size of CBS) on these qualities.

Problem 2: Influence of dataset quality on late fusion techniques performance

When we perform the evaluation outlined in approach to Problem 1, we
obtain some assessment of performance of given search methods. These
results should be relevant for datasets that have similar properties as the
one that was used in the evaluation. However, the real-world databases
tend to differ significantly in the quality of data they provide for individual
modalities. Clearly, it would be helpful to know which trends in retrieval
performance are dependent on the characteristics of the particular dataset
and which are not.
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Approach We select a second large-scale dataset with characteristics sig-
nificantly different from the first one, evaluate the selected retrieval meth-
ods over both of these collections, and analyze the differences between the
relevance data we obtain from the experiments.

Problem 3: Query-level analysis of retrieval performance

Apart from measuring the average performance of selected retrieval meth-
ods, we would also like to examine the retrieval behavior of individual
queries. For further development of search techniques, it would be use-
ful to know which approaches are suitable for which types of queries and
how the individual query types can be recognized. Obviously, this is a
very difficult task and we do not expect to find the final answer. On the
other hand, the large amount of experimental results allows us to search
for some trends in retrieval behaviour as well as potential relationships be-
tween different characteristics of queries, answer sets, and the suitability of
individual retrieval techniques.

Approach In our experiments, we log the distances and ranks of individ-
ual objects in answer sets. Then, we search for dependencies between these
characteristics and the suitability of selected search methods for a given
query. We also confront the two sets of results obtained from different data
collections to discover the influence of the dataset characteristics on the re-
trieval behavior.

Problem 4: Usefulness of query expansion for large-scale image search

One of the frequently discussed possibilities of improving the retrieval qual-
ity is automatic query expansion, i.e. an automatic refinement of the query
Q = (q, dQ) performed prior to the actual query evaluation. In most solu-
tions when this strategy is exploited, the text modality is subject to some
expansion procedure that utilizes different vocabularies and ontologies to
identify additional keywords. However, the reported results are uncertain:
in some cases, result quality improvement is claimed, but in other reports,
the query expansion introduces noise. Evidently, the noise can be easily
brought into retrieval e.g. when the expansion does not correctly deter-
mine the meaning of some ambiguous term. Unfortunately, finding the
correct meaning of a given query keyword is often a difficult task that re-
quires costly processing of different information sources. A question arises
whether it is worth investing efforts into the expansion, i.e. whether the
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possible retrieval precision improvement is worth the increased costs of the
query processing.

Approach We evaluate selected methods with expanded query keywords
and compare the relevance of results obtained for original and expanded
queries. To eliminate some of the noise, we do not employ automatic query
expansion but manually link the query keywords to relevant objects (syn-
sets) in the WordNet lexical database [69]. The synonyms in this synset and
related synsets determined by WordNet relationships are used to expand
the query. This way, we obtain an estimate of relevance improvement that
can be gained by WordNet-based expansion, which is the most frequently
used approach in the query expansion field.

5.3.2 Selected Retrieval Techniques

As anticipated, we limit our study to the two modalities most frequently
used in image retrieval. In particular, we employ a text similarity of key-
word image descriptions and a global visual similarity of image content.
The text similarity is expressed by the cosine distance and standard tf-idf
weighting schema [12], whereas the visual similarity is evaluated by a static
combination of selected MPEG-7 descriptors [67]. As for the selected search
methods, we are particularly interested in the comparison of precise and
approximate solutions with different approaches to the integration of modal-
ities, and the differences between text-based and visual-based solutions in
case of asymmetric fusion scenarios. With respect to these objectives, we
selected the following methods for the experimental comparison:

• baseline solutions: text-based retrieval, content-based retrieval;

• symmetric basic-search fusion: precise Threshold Algorithm (descri-
bed in Section 4.4.5);

• symmetric postprocessing fusion: approximate Threshold Algorithm
with a fixed size of CBS (described in Section 5.2.1);

• asymmetric basic-search fusion: text-based retrieval with inherent fu-
sion, content-based retrieval with inherent fusion (described in Sec-
tion 5.2.3);

• asymmetric postprocessing fusion: text retrieval with visual-only or
multi-modal re-ranking, content-based retrieval with text-only or multi-
modal re-ranking.

96



5. METRIC-BASED MULTI-MODAL IMAGE SEARCH

To guarantee a fair comparison of the selected techniques, all of them
were implemented in a uniform environment of the MESSIF framework for
similarity searching [21]. In particular, the M-index structure [124] was em-
ployed to support the content-based retrieval, and the Lucene engine [111]
was utilized for the text-based searching. For approximate solutions, sev-
eral settings of the sizes of CBS and CS were tested to discover the de-
pendence of result characteristics on these parameters. Furthermore, we
also compared the two possible approaches to asymmetric postprocessing
fusion discussed in Section 4.4.7 – the mono-modal re-ranking, in which
only the secondary modality determines the ranking of candidate objects
and subsequent selection of the final answer set, and the multi-modal re-
ranking, where both the primary modality and the secondary modality in-
fluence the final ranking of candidate objects.

5.3.3 Evaluation Methodology

To test the performance of methods intended for large-scale retrieval, it is
necessary to perform the evaluations over large datasets with real-world
data. In this section, we introduce the data collections we selected and jus-
tify our choice of performance measures.

Datasets, Queries and Ground Truth

The performance of a search method is significantly influenced by the in-
put data – a text-based retrieval is likely to perform well on a collection
with good annotations, but poorly otherwise. Therefore, we decided to in-
clude two different data collections in the evaluation. The first of them is
the Profiset collection, which was specially created for our evaluations as
described in Chapter 6. The Profiset collection contains 20 million stock
photos with rich and precise keyword annotations. For the second evalua-
tion we employ a 20 million subset of the CoPhIR collection [24] consisting
of Flickr images and tags, which are of a lower quality.

To evaluate the retrieval quality, we defined a set of 100 queries, each
of which is composed of an example image and a short description. The
topics comprise a selection of the most popular queries from search logs
provided by a commercial partner, and several queries that are known to
be either easy or difficult to process in content-based searching. More infor-
mation about the queries can be found in Section 6.3.2. A 30NN query was
evaluated for each of the studied methods and each query object.
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One of the result relevance metrics we want to study is the user satis-
faction with results. To be able to measure this, we need a ground truth
for the given queries and collections, i.e. a set of user-provided relevance
assessments for each result. In Section 6.3.3 we describe how we collected
the ground truth data for our queries. Each of the results was evaluated by
at least two human judges, who marked it as highly relevant, partially rele-
vant, or irrelevant. These categories were then transformed into relevance
percentage and averaged. Noticeably, our ground truth is only partial – we
have relevance assessments for all results returned by any of the methods
under comparison, but we do not know the complete set of relevant objects
for each query.

Performance Measures

To evaluate the overall performance of individual retrieval methods, we
need to compare both their costs and the quality of results. Concerning
the search efficiency, it is most natural to measure the wall-clock time of
query evaluation, since all the methods utilize the same implementation
framework and hardware. The experiments were run on a single machine
with 8 CPU cores and 32GB RAM. In order to obtain the baseline costs of
each method, we have first run the experiment using only one CPU. In the
other set of experiments we have used all 8 CPUs and thus allowed the
indices to utilize their internal parallelization.

As for effectiveness, we apply two different views. The first one is used
for approximate techniques and compares their results to the precise an-
swer, provided by the Threshold Algorithm. Let RA be an approximate
result and RP the precise answer. The relative error on distance at k takes into
account the distances of objects k-th position (dk) in the respective results:
rED(k)RA = dk

RA/dk
RP − 1.

The other result quality measure takes into account the user-perceived
relevance. This evaluation metric needed to be chosen carefully as our
ground truth data is not of the typical sort assumed in information retrieval
– it is incomplete and with non-binary evaluations of relevance. Results
quality measures used in information retrieval are nicely analyzed in [109].
For kNN queries with ranked results, the authors discuss the following
measures:

• Recall and precision are two basic relevance measures for unranked
sets. In case of ranked results, we can consider the precision-result
curve which plots the dependence between values of these two met-
rics. This curve can be also transformed into a single number – the
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Mean Average Precision (MAP), which is computed as the average pre-
cision of different recall levels. Noticeably, the complete ground truth
needs to be known in order to evaluate recall.

• Precision at k is a measure suited to large-scale retrieval applications,
where the recall is not as relevant to users as the precision of results
that appear on the first k positions. This measure does not require
any estimate of the number of relevant documents. However, it is the
least stable of the commonly used evaluation measures and it does
not average well, since the total number of relevant documents for a
query has a strong influence on precision at k.

• R-precision measure requires having a set of known relevant docu-
ments Rel, from which we calculate the precision of the top Rel doc-
uments returned. Noticeably, the set Rel may be incomplete. R-pre-
cision adjusts for the size of the set of relevant documents, averaging
this measure across queries thus makes more sense. Interestingly, the
R-precision is equal to both precision and recall of Rel.

• Cumulative gain, and in particular normalized discounted cumulative gain
(NDCG) [90] is another approach that has seen increasing adoption in
ranked results evaluation. NDCG is designed for situations of non-
binary notions of relevance. Like precision at k, it is evaluated over
some number k of top search results. For a set of queries Q, let R(j, d)
be the relevance score assessors gave to document d for query j. Then,

NDCG(Q, k) =
1
|Q|

|Q|∑
j=1

Zkj

k∑
m=1

2R(j,m) − 1
log2(1 + m)

,

where Zkj is a normalization factor calculated so that a perfect rank-
ing’s NDCG at k for query j is 1.

In our evaluation, we do not have a full ground truth and the partial
ground truth is collected after the experiments are evaluated. Therefore,
recall, MAP and R-precision measures cannot be used. The NDCG mea-
sure, on the other hand, is very well suited to our data. We can also adjust
the Precision at k measure to consider the non-binary relevance. Both these
measures allow us to evaluate the precision of the top k results retrieved by
a particular method relatively to the best known results for the given query,
with the former also taking the ranking of result objects into account. A fair
comparison of the selected methods is obtained this way, even though the
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absolute values of the quality metrics might be different with a more com-
plete ground truth data.

5.3.4 Analysis of Results

In the following, we present the results of the experimental evaluation of
above described methods. To the best of our knowledge, such large and
comprehensive evaluation of multi-modal retrieval with human-evaluated
relevance has not been previously performed. The data we obtained from
the experiments thus represent a unique resource for analysis of the fusion
methods’ behavior.

Aggregation function tuning As discussed earlier, we currently limit our
study to two modalities, which express textual and visual similarity of im-
ages. To allow multi-modal query processing, we further need to specify
how these modalities should be combined. In this section, we briefly com-
ment on the choice and tuning of the aggregation function that was applied
in the experiments to facilitate the actual fusion.

Even though late fusion methods principally allow users to define (or at
least, adjust) the aggregation function, in our experiments the aggregation
needed to be fixed to allow a fair comparison of examined methods. We de-
cided to employ a simple linear combination of the mono-modal distances,
which is a straightforward solution that has been successfully applied in
many other fusion scenarios (e.g. [57]). Both visual- and text-induced dis-
tances were first normalized, and the linear aggregation was tested with
several weight settings.

Interestingly, a balanced combination of modalities achieved the best
precision of results for both symmetric and asymmetric fusion solutions,
even though asymmetric approaches reported in literature typically give
more weight to secondary modalities in the postprocessing fusion phase
or consider only the secondary modalities for re-ranking. Our results thus
agree with the findings of [48] who also recommend to use all available
modalities in the postprocessing phase. Therefore, a multi-modal distance
function with a balanced combination of both modalities is considered in
the postprocessing phase of all following comparisons.

Problem 1: Efficiency and effectiveness of late-fusion paradigms in large-scale

In the first set of evaluations, we compare the performance of different
late fusion methods on the high-quality Profiset collection. Precise late fu-
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sion is represented by the Threshold Algorithm (TA), approximate solu-
tions are the following: approximate TA, re-ranking solutions based on vi-
sual (V) modality, inherent fusion with visual primary modality, re-ranking
based on text (T) initial search, and inherent fusion with text as the primary
modality.

Efficiency The average response times for the monitored fusion techniques
can be seen in Figure 5.10a. We can see that the times for the two baseline
single-modal searches (visual and text) are increased in the postprocess-
ing phase by approximately 200-300 milliseconds (which constitutes about
30 % increase) in all cases. This represents the time needed to pass the
candidate set to the ranking phase and compute the combined distances.
Quite noticeable are the high costs of the approximate TA that are about
two times higher than in case of postprocessing of the same number of can-
didate objects. This is caused by the need to access two index structures,
which results in increased communication costs. The indices also compete
for the single machine resources. This is improved as the parallelization is
increased using more CPUs but still the method is nearly two times slower
than the asymmetric postprocessing fusion. Out of the scope of the graph is
the time of the precise TA that took about 1.5 minutes to compute on aver-
age, which is caused mainly by the fact that the ordered lists of candidates
needed to be examined very deeply before the precise stopping condition
was satisfied.

Distance-based result quality According to the rED(k) measure depicted
in Figure 5.10b, the text-based initial search followed by re-ranking of a
small CBS has by far the worst precision of results, which suggests that the
top results of text search are not much relevant from the visual perspective.
This phenomenon is less pronounced in case of methods that exploit the
visual modality as the primary one. With the increasing size of CBS , the
retrieval accuracy gradually improves for all approximate techniques. For
the comparable size of the candidate set the approximate TA outperforms
the asymmetric techniques, since it considers top-ranking objects from both
modalities.

User-perceived quality The user opinion on result quality was evaluated
by the NDCG metric, which was applied in two modes: in the natural
mode, objects that were marked as partially relevant during the user rele-
vance assessments are considered as having non-zero relevance, whereas in
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Figure 5.10: Selected late fusion methods performance on Profiset collec-
tion: (a) processing costs, (b) average rED at a given rank, (c)
quartile distribution of NDCG at 30, (d) average NDCG at a
given rank.
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the strict mode, only objects that were marked as highly relevant are deemed
relevant. The strict measure thus represents a more demanding user. Fig-
ure 5.10c summarizes the user-perceived retrieval quality of all methods we
studied, while Figure 5.10d provides a more detailed view on the behav-
ior of methods that are efficient enough (with respect to results shown in
Figure 5.10a) to be applicable to interactive large-scale searching (i.e. with
response times of a few seconds at most).

In the graphs, we can observe some differences from the distance-based
evaluation. The precise TA is no longer dominant, the text-based inherent
fusion achieved marginally better results. Moreover, there is a significant
difference between the user-perceived quality of text- and visual-based re-
ranking methods. We were able to identify two factors that increase the suc-
cess of text-based approaches: 1) users tend to prefer semantic relevance,
which is typically contained in the text descriptor, over visual similarity;
2) the text modality is more selective – there is a distinct diversification of
relevant and irrelevant objects, and the irrelevant cannot enter the postpro-
cessing phase, whereas for visual modality there is no such clear cut.

We can also see that for all asymmetric processing methods, the rele-
vance of results continues to increase with the growing size of CBS and
CS . However, it is important to notice that the dependence between the
objective quality and the initial result set size is approximately logarithmic.
This is clearly visible for visual-based approaches, which we tested with
more values of super-candidate set size CS . For text-based solutions, CS

larger than 30000 would not bring noticeable improvements, as there are
not enough objects relevant from the text perspective that could enter the
fusion phase. Even for the 30000 limit, about 40 % of our queries did not
have that many text candidates.

The graphs in Figure 5.10d contain an additional curve, denoted as opti-
mal result oraculum. This line shows the average precision of the best result
provided by any of the methods we tested. If we were able to guess which
retrieval method is best suited for which query, we could increase the av-
erage result relevance by 10 % as compared to the best available method,
i.e. the text-based inherent fusion. Obviously, deciding the suitability of a
given retrieval method for a given query is a very challenging task and it
remains open for future study. We provide some insights into this topic in
the discussion of Problem 3.

Finally, let us mention that we also evaluated the relevance of results
using the Precision at k metric. The results were very similar to those re-
ported for the NDCG measure both in trends and absolute values of the
metric, therefore we not detail them here.
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Figure 5.11: Selected late fusion methods performance on CoPhIR collec-
tion: (a) average rED at a given rank, (b) quartile distribution
of NDCG at 30, (c) average NDCG at a given rank.

Conclusion Taking into consideration both the search effectiveness and
efficiency, the text-based retrieval with inherent fusion is the optimal method
for the given dataset. Approximate TA and visual-based inherent fusion
closely follow in effectiveness but require higher processing times.

Problem 2: Influence of dataset quality on late fusion techniques performance

As anticipated, many aspects of the behavior of fusion methods may be re-
lated to the properties of the particular dataset employed for testing. To
find out which characteristics are dataset-dependent and which are not,
we repeated the same set of experiments over the CoPhIR dataset. Fig-
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ure 5.11 summarizes the effectiveness results, the costs being approximately
the same for both datasets since identical descriptors, distance measures
and data volumes were used.

We can see that in general, the result quality trends are quite similar to
those we obtained for the Profiset data. The absolute NDCG values are sig-
nificantly lower but this could be expected since the CoPhIR dataset quality
is rather low. We also expected to see that visual-based methods provide
better results than text-based, as the text metadata is sparse and erroneous
in CoPhIR. However, the experimental results contradict this assumption.
Further analysis revealed that the observed behavior is caused by the visual
quality of images, which is also significantly lower in the CoPhIR dataset
than in the Profiset collection. The Profiset data typically contains profes-
sional, “illustrative” images of given concepts, with no disturbing elements.
The CoPhIR collection, on the other hand, is composed of amateur photos,
which are often of low quality in terms of both image capturing (focus,
noise, ...) and composition (too many objects, complex background, etc.).
The similarity between the low-quality images is more difficult to evalu-
ate for both people (as observed during the relevance assessments) and the
MPEG-7 visual descriptors. It should also be noted that the average number
of relevant images per query, found together by all evaluated methods, is
lower for the CoPhIR dataset than for Profiset (89 perfect objects vs. 169, re-
spectively). On one hand, this may illustrate the inefficiency of the retrieval
methods, on the other hand, it is likely that the CoPhIR dataset contains
many more “useless” images than Profiset and it is thus more challenging
to identify the few relevant ones.

Conclusion The most important implications from the relevance evalua-
tions over both Profiset and CoPhIR collections are the following:

• Multi-modal methods significantly outperform the mono-modal ones
in terms of result relevance.

• Efficient approximate fusion techniques are able to provide results
of comparable quality to the precise Threshold Algorithm solution,
while greatly reducing the evaluation costs.

• If we consider the average result relevance for an arbitrary query,
asymmetric fusion techniques with content-based basic search are the
least successful from the proposed multi-modal solutions. For collec-
tions with high-quality text metadata, text-based asymmetric fusion
seems to be the most suitable. For worse datasets or datasets with
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Figure 5.12: (a) Performance of selected methods for a specific query in dif-
ferent datasets, (b) percentage of queries for which the given
methods were optimal in the respective datasets.

unknown quality, the symmetric fusion can be recommended as it is
less affected by a potential ineffectiveness of one modality.

Problem 3: Query-level analysis of retrieval performance

Apart from the averaged results that estimate the suitability of given meth-
ods for an arbitrary query, it is also interesting to look more thoroughly
on the individual query objects in our selection, and try to identify some
rules that determine the effectiveness of a given search methods for a given
query. In this section, we focus on two aspects: 1) a high-level analysis of
trends that can be observed in our experimental results, and 2) possibili-
ties of automatic selection of a suitable search method using the distance
properties of the result set.
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On the high analytical level, we are interested in the following charac-
teristics: a comparison of average performance of a given method to per-
formances for particular objects, and a comparison of relevance achieved
by a particular method for a particular query in the two different datasets.
Analysis of results, some outputs of which are visualized in Figure 5.12,
reveals the following:

• The behavior of individual queries largely varies from the average
case for both test datasets. As depicted in Figure 5.12b, a mono-modal
text retrieval in Profiset collection is the only approach that never pro-
vides an optimal result. The overall-best approaches (text-based in-
herent fusion for Profiset, approximate TA for CoPhIR) are actually
optimal for only about 16 % of results in both experiments. However,
text-based approaches remain dominant, followed by the symmetric
TA solution.

• The behavior of the same method for the same query also frequently
differs between the two datasets, which can be seen in general in Fig-
ure 5.12b and also in a particular example depicted in Figure 5.12a.
This shows us that the suitability of a given search method depends
on the characteristics of the dataset as well as the query object itself.

The above two observations clearly show that the multi-modal image
retrieval is a very challenging task. There are no clear distinctions between
suitable and unsuitable methods, and there are only a few trends that can
be considered universal across datasets. We can manually identify some se-
mantic features that are in relation with the performance of specific search
methods, e.g. the visual-based approaches are more suitable for queries
with a rather uniform visual representation (“water”,“sunset”) and can also
perform well for ambiguous or broad queries (“shells”, “stamp”,“bird”) if
enough visually similar objects exist in a given dataset. However, it is very
difficult to put these observations into relation with some objectively mea-
surable properties of the queries, datasets, or results.

Since the data we gathered in the experiments contains also a lot of
information about distances between query objects and results, we actu-
ally tried to look for correlations or rank dependencies between the query
method performance and the mean and the standard deviation values of
the distances in the respective result. This analysis assumed that results
with low distances to the query object are likely to be relevant (this is how-
ever not true vice-versa, as higher distances may also imply a more complex
query) and that good results contain objects similar to each other (which
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T + inh. fusion 30000 V + inh. fusion 30000 approx. TA 2000

[NDCG(30)] [NDCG(30)] [NDCG(30)]

avg. dist. [P] -0.37 (r), -0.26 (τ ) -0.46 (r), -0.32 (τ ) -0.24 (r), 0.16 (τ )

avg. dist. [C] -0.37 (r), -0.20 (τ ) -0.47 (r), -0.33 (τ ) -0.29 (r), -0.21 (τ )

std. dev. [P] 0.10 (r), -0.11 (τ ) -0.22 (r), -0.18 (τ ) -0.20 (r), 0.02 (τ )

std. dev. [C] -0.07 (r), -0.10 (τ ) -0.18 (r), -0.22 (τ ) 0.31 (r), 0.24 (τ )

Table 5.4: Pair-wise correlations between the relevance of selected methods
and descriptive characteristics of the respective search results for
Profiset (P) and CoPhIR (C) datasets. The correlations were mea-
sured by the Pearson correlation coefficient r and Kendall’s tau
coefficient τ .

would be reflected in the low standard deviation). We evaluated the depen-
dencies between these characteristics and the NDCG at 30 of each method
– several results can be seen in Table 5.4. Furthermore, we tested whether
some dependencies exist between a difference in NDCG and a difference
in descriptive characteristics for selected pairs of methods. Unfortunately,
none of these analyses revealed significant relationships.

Conclusion The results discussed in this section show that the perfor-
mance of a particular search method for a given query and a given dataset
is influenced by many factors and may be significantly different from the
average case. Our first lightweight analysis of distance distributions in re-
sult sets has not provided any reliable method of deciding which approach
should be used for a given query. To be able to study this problem more
thoroughly, it will be necessary to create a detailed model of measurable
properties of query processing, collect such data and submit them to a thor-
ough statistical evaluation. It would also be helpful if more objects could
be included in the experimental evaluation, this is however limited by the
need to collect the relevance assessments, which is a tedious process.

Problem 4: Usefulness of query expansion for large-scale image search

As promised in Section 5.3.1, we performed another set of experiments
with the same set of queries and search methods, but this time the query
keywords were expanded by keywords from manually selected WordNet
synsets. The objective of this experiment was to discover what result rele-
vance improvements can be achieved by expansion when relevant expan-
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Figure 5.13: Effects of query expansion on result relevance.

sion inputs are available. This should help us to decide whether it is worth
developing automatic expansion methods. To prevent the number of re-
sults to be evaluated by human assessors from becoming too high, only
selected methods were employed for the expanded queries.

As with the previous problems, we not only evaluated the overall im-
pact of query expansion on the quality of results, but also tried to iden-
tify some factors that influence the usefulness of expansion. On the overall
level, the expansion did not meet our expectations, as the average relevance
values remained generally the same. The relevance improvement for indi-
vidual queries, measured by the change of NDCG(30) score, followed the
normal distribution, with the mean improvement value ranging from ap-
proximately -3 % to 1 % in both datasets. The best improvement was ob-
served for visual-based search with multi-modal re-ranking of top 500 can-
didate objects, the worst results were recorded for text-based search with
re-ranking of top 100 candidates.

We also studied the dependency of relevance improvement on the fol-
lowing two characteristics: 1) number of original query keywords, and 2)
number of keywords added by the expansion. In the first case, no inter-
esting dependency was found, but the second comparison revealed some
relationship. As depicted in Figure 5.13, the expansion is more successful
when less than 10 new keywords are added than in the other cases. We can
also see that visual-based asymmetric techniques most frequently profit on
the expansion, whereas for text-based approaches the risk of introducing
noise is rather high.
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Conclusion The authors of an expansion survey study [39] state that us-
ing WordNet for query expansion is advantageous only if the query words
are disambiguated almost exactly. In our experiment, we did provide exact
disambiguation manually, however the advantages of expansion are un-
convincing. Therefore, we believe that developing WordNet-based expan-
sion for large-scale image retrieval is not a promising approach for future
research.

5.4 Query Language for Complex Similarity Queries

In the survey of search techniques in Chapters 3 and 4 we could see that
a lot of intensive research has been conducted recently in the field of in-
dexing methods and search algorithms for similarity-based retrieval. As a
result, state-of-the-art search systems already support quite complex sim-
ilarity queries with a number of features that can be adjusted according
to individual user’s preferences. To communicate with such a system, it
is either possible to employ low-level programming tools, or a higher-level
communication interface that shields users from the implementation details
employed by the particular search engine. As the low-level tools can only
be used by a limited number of specialists, the high-level interface becomes
a necessity when common users shall be allowed to issue advanced queries
or adjust the parameters of the retrieval process. To address this need, we
propose such high-level interface in a form of a structured query language
that allows users to issue advanced queries over complex data.

The motivation to study query languages arose also from the develop-
ment of the MUFIN search system. The system and the underlying MESSIF
library currently offer a wide spectrum of retrieval algorithms that are used
to support several multimedia search applications, such as large-scale im-
age search, automatic image annotation, or gait recognition. So far, users
are allowed only to select the query object via a graphical interface, and
the choice of the actual search methods as well as its parameters and other
settings are hard-coded into the system. To improve the usability of our
systems, we decided to offer a query language that would allow advanced
users to express their preferences without having to deal with the technical
details. After a thorough study of existing solutions we came to a conclu-
sion that none of them covers all our specific needs. Therefore, we decided
to propose a new language based on and extending the existing ones. At
the same time, it was our desire to design the language in such a way that
it could also be used by other systems.
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Consequently, we present an SQL-based query language which can be
used to formulate a wide range of similarity queries, as we demonstrate on
examples from various application domains. Building on a thorough anal-
ysis of previous studies and our long-time experience with both theory and
practice of similarity search systems, we have proposed its structure so that
it supports all fundamental query types and can be easily extended. The
language can be used by programmers or advanced users to issue queries
in a standard declarative way, shielding them from the execution details.
For less advanced users, we expect the language to be wrapped-up into a
visual interface. The language is designed in a general way to be flexible
and extensible.

5.4.1 Available Languages for Multimedia Retrieval

The problem of defining a formal apparatus for similarity queries has been
recognized and studied by the data processing community for more than
two decades, with various research groups working on different aspects of
the problem. Some of these studies focus on the underlying algebra, others
deal with the query language syntax. Query languages can be further clas-
sified as SQL-based, XML-based, and others with a less common syntax.
In the following, we briefly survey the main directions of query language
development that influenced the design of our language.

The majority of early proposals for practical query languages are based
on SQL or its object-oriented alternative, OQL. Paper [100] describes MOQL,
a multimedia query language based on OQL which supports spatial, tem-
poral, and containment predicates for searching in image or video. How-
ever, similarity-based searching is unsupported in MOQL. In [73], a more
flexible similarity operator for nearest neighbors is provided but its sim-
ilarity measure cannot be chosen. Commercial products, such as Oracle
or IBM DB2, follow the strategy outlined in the SQL/MM standard [112],
which recommends to incorporate the similarity-based retrieval into SQL
via user-defined data types and functions.

Much more mature extensions of relational DBMS and SQL are pre-
sented in [13, 77]. The concept of [13] enables to integrate similarity queries
into SQL, using new data types with associated similarity measures and ex-
tended functionality of the select command. The authors also describe the
processing of such extended SQL and discuss optimization issues. Even
though the proposed SQL extension is less flexible than we need, the pre-
sented concept is sound and elaborate. The study [77] only deals with im-
age retrieval but presents an extension of the PostgreSQL database man-
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agement system that also allows to define feature extractors, create access
methods and query objects by similarity. This solution is less complex than
the previous one but, on the other hand, it allows users to adjust the weights
of individual features for the evaluation of similarity.

Recently, we could also witness interest in XML-based languages for
similarity searching. In particular, the MPEG committee has initiated a call
for proposal for MPEG Query Format (MPQF). The objective is to enable
easier and interoperable access to multimedia data across search engines
and repositories [62]. The format supports various query types (by exam-
ple, by keywords, etc.), spatio-temporal queries and queries based on user
preferences. From among various proposals we may highlight [154] which
presents an MPEG-7 query language that also allows to query ontologies
described in OWL syntax.

5.4.2 Query Language Design

As discussed above, we desire to create a query language that can be used
to define advanced queries over multimedia or other complex data types.
The language should be general and extensible, so that it can be employed
with various search systems. To achieve this, we first analyzed the desired
functionality of the language. Subsequently, fundamental design decisions
concerning the language architecture were taken.

Analysis of Requirements

As detailed in [35], we thoroughly studied the following three sources to
collect requirements for a multimedia query language: (1) the current trends
in multimedia information retrieval, which reveal advanced features that
should be supported by the language; (2) existing query languages and
their philosophies, so that we can profit on previous work; and (3) the
MESSIF framework architecture. The following issues were identified as
the most important:

• support for a wide range of query types: in addition to various search
algorithms, such as nearest neighbor search, range queries, similarity
joins, sub-sequence matching, etc., single- and multi-object similar-
ity queries as well as attribute-based (relational) and spatio-temporal
queries need to be taken into consideration;

• support for multi-modal searching: multiple information sources and
complex queries that allow to combine attribute-based, text-based and
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similarity-based search are a fundamental part of modern information
retrieval;

• adjustability of searching: users need means of expressing their pref-
erences in various parameter settings (e.g. precise vs. approximate
search, user-defined distance functions, or distance aggregation func-
tions);

• support for query optimization: optimizations are vital for efficient
evaluation of complex queries in large-scale applications.

Language Fundamentals

The desired functionality of the new language comprehends the support for
standard attribute-based searching which, while not being fully sufficient
anymore, still remains one of the basic methods of data retrieval. A natural
approach to creating a more powerful language therefore lies in extend-
ing some of the existing, well-established tools for query formulation, pro-
vided that the added functionality can be nested into it. Two advantages
are gained this way: only the extended functionality needs to be defined
and implemented, and the users are not forced to learn a new syntax and
semantics.

The two most frequently used formalisms for attribute data querying
are the relational data model with the SQL language, and the XML-based
data modeling and retrieval. As we could observe in the related work, both
these solutions have already been employed for multimedia searching, but
they differ in their suitability for various use cases. The XML-based lan-
guages are well-suited for inter-system communication while the SQL lan-
guage is more user-friendly since its query structure imitates English sen-
tences. In addition, SQL is backed by a strong theoretical background of
relational algebra, which is not in conflict with content-based data retrieval.
Therefore, we decided to base our approach on the SQL language, similar
to existing proposals [13, 77].

By employing the standard SQL [144] we readily gain a very complex
set of functions for attribute-based retrieval but no support for similarity-
based searching. Since we aim at providing a wide and extensible selection
of similarity queries, it is also not possible to employ any of the existing
extensions to SQL, which focus only on a few most common query opera-
tions. Therefore, we created a new enrichment of both the relational data
model and the SQL syntax so that it can encompass the general content-
based retrieval as discussed above.
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The reasons for introducing new language primitives instead of uti-
lizing user-defined functions are discussed in [13]. Basically, treating the
content-based operations as “first-class citizens” of the language provides
better opportunities for optimizations of the query evaluation. In our solu-
tion, we follow the philosophy of [13] but provide a generalized model for
the content-based retrieval.

System Architecture

In the existing proposals for multimedia query languages based on SQL,
it is always supposed that the implementing system architecture is based
on RDBMS, either directly as in [77], or with the aid of a “blade” interface
that filters out and processes the content-based operations while passing
the regular queries to the backing database [13].

Both these solutions are valid for our new query language. Since we pro-
pose to extend the SQL language by adding new language constructs, these
can be easily intercepted by a “blade”, evaluated by an external similarity
search system, and passed back to the database where the final results are
obtained. The integration into a RDBMS follows an inverse approach. The
database SQL parser is updated to support the new language constructs
and the similarity query is evaluated by internal operators.

One of our priorities is creating a user-friendly tool for the MESSIF li-
brary. The storage backend of the MESSIF utilizes a relational database and
the functionality of the standard SQL is thus internally supported. There-
fore, we only need to provide a parser of the query language and a trans-
lation to native MESSIF API calls and let the framework take care of the
actual execution.

5.4.3 Data Model and Operations

The core of any information management system is formed by data struc-
tures that store the information, and operations that allow to access and
change it. To provide support for content-based retrieval, we need to revisit
the data model employed by SQL and adjust it to the needs of complex data
management.

Data Model

On the concept level, multimedia objects can be analyzed using standard
entity-relationship (ER) modeling. In the ER terminology, a real-world ob-
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ject is represented by an entity, which is formed by a set of descriptive ob-
ject properties – attributes. The attributes need to contain all information
required by target applications. In contrast to common data types used in
ER modeling, which comprise mainly text and numbers, attributes describ-
ing multimedia objects are often of more complex types, such as image or
sound data, time series, etc. The actual attribute values form an n-tuple and
a set of n-tuples of the same type constitute a relation.

Relations and attributes (as we shall continue to call the elements of n-
tuples) are the basic building blocks of the Codd’s relational data model
and algebra [49], upon which the SQL language is based. This model can
also be employed for complex data but we need to introduce some exten-
sions. A relation is defined as a subset of the Cartesian product of setsD1 to
Dn, Di being the domain of attribute Ai. Standard operations over relations
(selection, projection, etc.) are defined in first-order predicate logic and can
be readily applied on any data, provided the predicates can be reasonably
evaluated. To control this, we use the concept of data type that encapsulates
both a specification of an attribute domain and the functions that can be ap-
plied on members of this domain. Let us note here that Codd used a similar
concept of extended data type in [49], but he only worked with a few special
properties of the data type, in particular the total ordering. As we shall dis-
cuss presently, our approach is more general. We allow for an infinite num-
ber of data types, which may directly represent objects (e.g. image, sound)
or some derived information (e.g. color histogram). The derived data char-
acteristics correspond to modalities and their values are obtained from the
multimedia objects by projection functions of the respective modalities.

According to the best-practices of data modeling [144], redundant data
should not be present in the relations, which also concerns derived attributes.
To minimize the space complexity and avoid the data inconsistency threat,
derived attributes should only be computed when needed in the process of
data management. In case of complex data, however, the computation of
the projection can be very costly. Thus, it is more suitable to allow storing
some derived attributes in relations, especially when these are used for data
indexing. Naturally, more projection functions may be available to derive
additional attributes when asked for. Figure 5.14 depicts a possible repre-
sentation of an image object in a relation.

Operations on Data Types

As we already stated, each data type consists of a specification of a domain
of values, and a listing of available functions. As some of the functions
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Figure 5.14: Transformation of an image object into n-tuple. Full and
dashed arrows on the right side depict materialized and avail-
able projection functions, respectively.

are vital for the formulation and execution of the algebra operations, we
introduce several special classes of functions that may be associated with
each data type:

• Comparison functions: Functions of this type define total ordering of a
given domain (c : D×D → {<,=, >}). When a comparison function is
available, standard indexing methods such as B-trees can be applied
and queries using value comparison can be evaluated. Comparison
functions are typically not available for multimedia data types and
the data types derived from them, where no meaningful ordering of
values can be defined.

• Distance functions: Distance functions evaluate the dissimilarity be-
tween two values from a given data domain (d : D×D → R+

0 ). We do
not impose any restrictions on the behavior of d in general, but there
exists a way of registering special properties of individual functions
that will be discussed later. More than one distance function can be
assigned to a data type, in that case one of the functions needs to be
denoted as default. When more distance functions are available for a
given data type, the preferred distance function can be specified in a
relation definition. In case no distance function is provided, a trivial
identity distance is associated to the data type, which assigns distance
0 to a pair of identical values and distance ∞ to any other input.

• Projection functions: Projection functions transform values of one data
type into the values of a different data type (p : Di → Dj). Projections
are typically used on complex unstructured data types (such as binary
image) to produce data types more suitable for indexing and retrieval
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(e.g. color descriptor). An arbitrary number of projection functions
can be associated to each data type.

In addition to the declaration of functionality, each of the mentioned op-
erations can be equipped with a specification of various properties. The list
of properties that are considered worthwhile is inherent to a particular re-
trieval system and depends on the data management tools employed. For
instance, many indexing and retrieval techniques for similarity searching
rely on certain properties of distance functions, such as the metric postu-
lates or monotonicity. To be able to use such a technique, the system needs
to ascertain that the distance function under consideration satisfies these
requirements. To solve this type of inquiries in general, the set of proper-
ties that may influence the query processing is defined, and the individual
functions can provide values for those properties that are relevant for the
particular function.

Operations on Relations

The functionality of a search system is provided by operations that can be
evaluated over relations. In addition to standard selection and join opera-
tions, multimedia search engines need to support various types of similarity-
based retrieval. Due to the diversity of possible approaches to searching,
we do not introduce a fixed set of operations but expect each system to
maintain its own list of methods. Each operation needs to specify its in-
put, which consists of 1) number of input relations (one for simple queries,
multiple for joins), 2) expected query objects (zero, singleton, or arbitrary
set), and 3) operation-specific parameters, which may typically contain a
specification of a distance function, distance threshold, or operation execu-
tion parameters such as approximation settings. Apart from a special case
discussed later the operations return relations, typically with the schema
of the input relation or a Cartesian product of input relations. In case of
similarity-based operations the schema is enriched with additional distance
attribute which carries the information about the actual distance of a given
result object with respect to the query distance function.

Similar to operations on data types, operations on relations may also
exhibit special properties that can be utilized by the search engine. In this
case, the properties are mostly related to query optimization. As debated
earlier, it is not possible to define general optimization rules for a model
with a variable set of operations. However, each search system can main-
tain its own set of optimization rules together with the list of operations.
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A special subset of operations on relations is formed by functions that
produce scalar values. Among these, the most important are the general-
ized distance functions that operate on relations and return a single number,
representing the distance of objects described by n-tuples. The input of
these functions contains 1) a relation representing the object for which the
distance needs to be evaluated, 2) a relation with one or more query ob-
jects, and 3) additional parameters when needed. A typical example of the
generalized distance function is a set distance that utilizes multiple query
objects, or an aggregated distance that combines several partial distances
into overall similarity evaluation.

Data Indexing

While not directly related to the data model, data indexing methods are a
crucial component of a retrieval system. The applicability of individual in-
dexing techniques is limited by the properties of the target data. To be able
to control the data-index compatibility or automatically choose a suitable
index, the search system needs to maintain a list of available indices and
their properties. The properties can then be verified against the definition of
the given data type or distance function (basic or generalized). Thus, metric
index structures for similarity-based retrieval can only be made available
for data with metric distance functions, whereas traditional B-trees may be
utilized for data domains with total ordering. It is also necessary to spec-
ify which search operations can be supported by a given index, as different
data processing is needed e.g. for the nearest-neighbor and reverse-nearest-
neighbor queries. Apart from the specialized indices, any search system
inherently provides the basic Sequential Scan algorithm as a default data ac-
cess method that can support any search operation.

5.4.4 SimSeQL

Having defined the underlying data model, we now proceed with the spec-
ification of the syntax and semantics of the new language. We also provide
several examples that illustrate the use of the novel language constructs.

Syntax and Semantics

The SimSeQL language is designed to provide a user-friendly interface to
state-of-the-art multimedia search systems. Its main contribution lies in en-
riching the SQL by new language constructs that enable to issue all kinds
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of content-based queries in a standardized manner. In accordance with
the declarative paradigm of the SQL, the new constructs allow to describe
the desired results while shielding users from the execution issues. On the
syntactical level, the SimSeQL contributes mainly to the query formulation
tools of the SQL language. Data modification and control commands are
not discussed here but their adaptation to the generalized data types and
operations is straightforward. On the semantic level, however, the origi-
nal SQL is significantly enriched by the introduction of an unlimited set of
complex data types and related operations.

A SimSeQL query statement follows the same structure as SQL, being
composed of the six basic clauses SELECT, FROM, WHERE, GROUP BY,
HAVING, and ORDER BY, with their traditional semantics [144]. The ex-
tended functionality is mainly provided by a new construct SIMSEARCH,
which is embedded into the FROM clause and allows to search by similar-
ity, combine multiple sources of information, and reflect user preferences.
Prior to a detailed description of the new primitives, we present the overall
syntax in the following schema:

SELECT [TOP n | ALL]

{attribute | ds.distance | ds.rank | f(params)} [, ...]

FROM {dataset |
SIMSEARCH [:obj [, ...]]

IN data source AS ds [, data source2 [, ...]]

BY {attribute [DISTANCE FUNCTION

distance function(params)]

| distance function(params)}
[METHOD method(params)]

WHERE /* restrictions of attribute values */

ORDER BY {attribute | ds.distance [, ...]}

In general, there are two possible approaches to incorporating primitives
for content-based retrieval into the SQL syntax. We can either make the
similarity search results form a new information resource on the level of
other data collections in the FROM clause (an approach used in [77]), or
handle the similarity as another of the conditions applied on candidate ob-
jects in the WHERE clause (exercised in [4, 13, 73, 100]). However, the latter
approach requires standardized predicates for various types of similarity
queries, their parameters etc., which is difficult to achieve in case an exten-
sible set of search operations and algorithms is to be supported. In addition,
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the similarity predicates are of a different nature than attribute-based pred-
icates and their efficient evaluation requires specialized data structures.
Therefore, we prefer to handle similarity-based retrieval as an independent
information source. Consequently, we only standardize the basic structure
and expected output, which can be implemented by any number of search
methods of the particular search engine.

As anticipated, the similarity-based retrieval is wrapped in the SIM-
SEARCH language construct, which produces a standard relation and can
be seamlessly integrated into the FROM clause. The SIMSEARCH expres-
sion is composed of several parts explained in the following sections.

Specification of query objects The selection of query objects follows im-
mediately after the SIMSEARCH keyword. An arbitrary number of query
objects can be provided, each object being considered an attribute that can
be compared to attributes of the target relations. Multiple query objects can
be used to express a more complex information need. A query object (at-
tribute) can be represented directly by an attribute value, by a reference to
an object provided externally, or by a nested query that returns the query
object(s). The query objects need to be type-compatible with the attributes
of the target relation they are to be compared to.

Specification of a target relation The keyword IN introduces the speci-
fication of one or more relations, elements of which are processed by the
search algorithm. Each relation can be produced by a nested query.

Specification of a distance function An essential part of a content-based
query is the specification of a distance function. The BY subclause offers
three ways of defining the distance: calling a distance function associated
to an attribute, referring directly to a distance function provided by the
search engine, or constructing the function within the query. In the first
case, it is sufficient to enter the name of attribute to invoke its default dis-
tance function. Non-default distance function of an attribute needs to be
selected via the DISTANCE FUNCTION primitive that also allows to pass
additional parameters for the distance function if necessary. The last case
allows greater freedom of specifying the distance function by the user, but
both the attributes for which the distance is to be measured must be spec-
ified. A special function DISTANCE(x, y) can be used to call the default
distance function defined for the given data type of attributes x, y. The nu-
ances of referring to a distance function can be observed in the following:
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SIMSEARCH ... BY color

/* search by the default distance function of the color attribute */

SIMSEARCH ... BY color DISTANCE FUNCTION color distance

/* search by color distance function of the color attribute */

SIMSEARCH ... BY some special distance(qo, color, param)

/* search by some special distance applied to the query

object qo, color attribute, and an additional parameter */

SIMSEARCH ... BY DISTANCE(qoc, color)+DISTANCE(qos, shape)

/* search by a user-defined sum of the default distance functions

on qoc and qos query objects and color and shape attributes */

Specification of a search method The final part of the SIMSEARCH con-
struct specifies the search method or, in other words, the query type (e.g.
range query, similarity join, distinct nearest neighbor search, etc.). Users
may choose from a list of methods offered by the search system. It can be
reasonably expected that every system supports the basic nearest neighbor
query, therefore this is considered a default method in case none is specified
with the METHOD keyword. The default nearest neighbor search returns
all n-tuples from the target relation unless the number of nearest neighbors
is specified in the SELECT clause by the TOP keyword.

The complete SIMSEARCH phrase returns a relation with a schema of
the target relation specified by the IN keyword, or the Cartesian product
in case of more source relations. Moreover, information about distance of
each n-tuple of the result set computed during the content-based retrieval
is available. This can be used in other clauses of the query, referenced either
as distance, when only one distance evaluation was employed, or prefixed
with the named data source in the clause if ambiguity should arise.

Example Scenarios

To illustrate the wide applicability of the SimSeQL language, we now present
several query examples for various use-case scenarios found in image and
video retrieval (more can be found in [35]). Each of the use-cases is accom-
panied by a short comment on the interesting language features employed.
For the examples, let us suppose that the following relations, data types
and functions are available in the retrieval system:
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• video frame relation: list of video frames

name type distance function
id integer identity distance (default)
video id integer identity distance (default)
video binary video identity distance (default)
face descriptor number vector mpeg7 face metric (default)
subtitles string tf idf (default)
time second long L1 metric (default)

• image relation: register of images

name type distance function
id integer identity distance (default)
image binary image identity distance (default)
color number vector mpeg7 color layout metric (default)

L1 metric
shape number vector mpeg7 contour shape metric (default)

L2 metric
title string tf idf (default)

Query 1 Retrieve 30 most similar images to a given example

SELECT TOP 30 id, distance
FROM SIMSEARCH :queryImage IN image BY shape

This example presents the simplest possible similarity query. It employs
the default nearest neighbor operation over the shape descriptor with its
default distance function. User does not need any knowledge about the
operations employed, only selects the means of similarity evaluation. The
supplied parameter queryImage represents the MPEG7 contour shape de-
scriptor of an external query image (provided by a surrounding applica-
tion). The output of the search is the list of identifiers of the most similar
images with their respective distances.

Query 2 Retrieve images most similar to a set of examples (e.g. identifying a
flower by supplying several photos)
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SELECT TOP 1 title
FROM SIMSEARCH

extract MPEG7 color layout(:o1) AS co1,
extract MPEG7 color layout(:o2) AS co2,
extract MPEG7 contour shape(:o3) AS sh3

IN image
BY minimum(DISTANCE(co1, color),

DISTANCE(co2, color), DISTANCE(sh3,shape))

This query represents an example of a multi-object query, input of which are
external binary images (denoted as o1, o2, o3) that are transformed to the re-
quired descriptors via projection functions. Alternatively, the query objects
could be provided as a result of a nested query. The minimum aggregation
function employed for similarity evaluation is applied on the distances to
individual objects, which are internally linked to the individual attributes
and distance functions. Note that the default distance functions of the re-
spective attributes are applied using DISTANCE(x, y) construct.

Query 3 Retrieve all videos where the Vesuv mountain appears (image similar-
ity) and a commentator mentions volcanoes (speech/text similarity) within two
minutes (time aggregation)

SELECT vf1.video id
FROM SIMSEARCH IN

SIMSEARCH
extract MPEG7 color layout(:VesuvImage) AS co,
extract MPEG7 contour shape(:VesuvImage) AS sh

IN video frame AS vf1
BY weight sum((DISTANCE(shape,sh), 0.7),

(DISTANCE(color, co), 0.2))
METHOD MessifRangeQuery(0.1,15000)

NATURAL JOIN
SIMSEARCH ’vulcano’ IN video frame AS vf2

BY subtitles
METHOD MessifRangeQuery(0.1,15000)

BY DISTANCE(vf1.time second, vf2.time second)
AS sim frames

WHERE sim frames.distance <= 120

123



5. METRIC-BASED MULTI-MODAL IMAGE SEARCH

In this example, multiple modalities are combined to produce the result.
In addition, the user selected a special search method that enables to set
approximation in work (the second parameter of the search method is the
maximum number of objects that may be visited in query processing).

5.5 Summary

In Chapter 5 we have presented our achievements in the field of multi-
modal image retrieval, which include a theoretical analysis and modelling
of the retrieval process as well as a practical implementation and evalua-
tion of multiple search techniques. Let us now briefly summarize the main
contributions contained in this chapter.

In Section 5.2, we have discussed several approximate modality fusion
solutions. First, we have presented an extension of the MUFIN search sys-
tem that provides support for symmetric multi-modal searching, based on
the Threshold Algorithm. Apart from introducing a suitable architecture
that supports the necessary operations, we have studied the possibilities
of approximate searching in the distributed environment, providing users
with an estimation of the quality of the approximate result. This work was
published in [18]. In Sections 5.2.2 and 5.2.3, we have focused our atten-
tion on asymmetric fusion techniques. We have proposed, implemented
and evaluated several methods for text-based re-ranking of content-based
search results and compared a precise and approximate implementation of
the relevance feedback principle. The proposed re-ranking methods were
published in [29, 33]. To improve the usefulness of the asymmetric fusion,
we have further proposed the inherent fusion technique that allows to im-
plement asymmetric fusion in an efficient and scalable way. This technique
was presented in [28].

A more complete view of possible approaches to multi-modal image
retrieval has been provided in Section 5.3, which describes our comprehen-
sive evaluation of fusion methods. Multiple late-fusion techniques that can
be used to combine textual and visual image similarity have been imple-
mented and compared in terms of both effectiveness and efficiency, using
two large-scale datasets and user-provided relevance assessments. The re-
sults of this experimental evaluation have been analyzed to answer a set of
questions related to the usefulness of different approaches. The method-
ology and early results of this evaluation were presented in [34], a more
thorough analysis of the performance and effectiveness of late-fusion tech-
niques over the Profiset collection is contained in [28]. A comprehensive
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publication that will present the whole comparative evaluation is currently
being prepared.

Finally, in Section 5.4 we have introduced the SimSeQL, an extensible
query language for searching in complex data domains. This language
is backed by a general model of data structures and operations, which is
applicable to a wide range of search systems that offer different types of
content-based functionality. Moreover, the support for data indexing and
query optimization is inherently contained in the model. The SimSeQL lan-
guage was presented in [36], more details can be found in a technical re-
port [35].
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Chapter 6

Evaluation in Large-Scale Image Retrieval

In the previous chapter, we have studied the behavior of different retrieval
methods in large-scale environments. As discussed earlier, the trade-off
between the query processing costs and the user satisfaction can only be
measured by experiments over large datasets. However, even the prepa-
ration of such evaluation dataset is a challenging task since it is necessary
to collect a lot of data, especially the relevance assessments of query-result
object pairs. This chapter presents the evaluation platform we created and
used in the comparative evaluation, as the platform itself was prepared in
an innovative way and provides a contribution to the research field.

The chapter is structured as follows: first, we detail the problematic is-
sues related to image search benchmarking, present existing solutions, an-
alyze their limitations, and explain why none of the existing benchmarks
was satisfactory for our experiments. Next, we introduce the new Profiset
evaluation platform, focusing in particular on the process of collecting the
ground truth data. We discuss the architecture of our solution that allows
other research groups to reuse and extend our test data. We also report
some interesting statistics that provide valuable insights into human un-
derstanding of image similarity.

6.1 Benchmarking Problem

As observed in numerous studies on multimedia retrieval [55, 94, 97, 146],
the existence of common benchmarking procedures is essential for evalua-
tion and development of search techniques. To be able to compare different
approaches in an objective way, it is necessary to establish a benchmarking
platform that allows repeated evaluation of search tasks under fixed condi-
tions, in contrast to various one-time comparisons of approaches reported
in many research papers. A complete evaluation test-bed should contain a
collection of documents, a set of benchmark queries, a set of ground-truth
relevance scores for the benchmark queries, and a set of evaluation met-
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rics [94]. The first three components are closely interconnected, whereas
the evaluation metrics are independent of a particular data collection and
can be studied separately.

Similar to retrieval methods, the evaluation test-bed also needs to be
constructed with respect to target applications of the retrieval, reflecting the
users’ information needs. Accordingly, specialized test collections exist for
several narrow domains, e.g. forensic images [75] or coins [122]. However,
the situation is more complicated in case of large-scale, broad-domain im-
age retrieval. The major challenge here lies in the acquisition of a large and
representative dataset and the necessary ground truth data. Even though
several test collections have been created in recent years, none of them has
yet been accepted as a common benchmark. Devising methods of collecting
test data thus remains a highly desirable topic. On the other hand, suitable
evaluation metrics for large-scale retrieval already exist [90, 109, 127].

6.2 State-Of-The-Art Evaluation Methods

In the early days of image retrieval, the Corel dataset was the first collec-
tion to be used for evaluation. It provided over 68,000 images, organized
into classes of about 100 images, each with roughly the same topic. How-
ever, such artificial and relatively small datasets are not satisfactory as a
benchmark nowadays [97]. We need to take into account different applica-
tions, the data they use (scope, size, metadata available, etc.) and the user
information retrieval requirements.

The first serious effort for building a complex benchmarking platform
for image search appeared in [118]. The proposed methodology was sup-
posed to be realized by the Benchathlon1 project, where research groups
were meant to cooperate on creating the testing platform. Unfortunately,
this project does not seem to be making any progress. Another analysis
of image evaluation campaign can be found in [72]. It describes the back-
ground of ImageEVAL competition, which took place in 2006. However,
the only repeated and successful benchmarking activity we know of is the
ImageCLEF2 [117] competition, which has been running since 2003. Each
year, the organizers define various challenges, provide data and topics and
evaluate the submitted results.

Nonetheless, even the ImageCLEF activities are limited by the availabil-
ity of benchmark inputs, as defined in [110]: the data collection (documents),

1http://www.benchathlon.net/
2http://www.imageclef.org/
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the queries (topics) and the ground truth (relevance judgements). We re-
view these three issues in more detail in the following sections.

6.2.1 Image Databases

Gathering a large collection of image data is not a simple task due to the
ownership and copyright issues. However, this can be overcome by using
freely available web resources, such as the Flickr3 web gallery or Wikipedia4.
The following three datasets have been obtained this way. The first two
have been composed to serve as benchmarking sets and are used in the Im-
ageCLEF competition. All of them provide both images and text metadata,
but they differ in size, origins and scope of available metadata.

• MIRFLICKR collection: The MIRFLICKR collection5 [87] consists of
1 million images downloaded from the social photography site Flickr.
All images are available under a Creative Commons Attribution Li-
cence. The images have been selected based on their high interest-
ingness rating that is determined by factors such as where the click-
throughs on the images are coming from, who comments on them,
and whether they are marked as favorites. In addition, user-supplied
Flickr tags, EXIF metadata and systematic image annotations are avail-
able. The visual descriptors provided are the MPEG-7 Edge Histogram
and Homogeneous Texture descriptors, and the ISIS Group color de-
scriptors.

• Wikipedia collection: The ImageCLEF 2010 Wikipedia collection6 [133]
extends the INEX MMWikipedia collection [162], which was created
for the purpose of INEX evaluation campaign in 2007. Currently the
collection consists of 237,434 Wikipedia images, their user-provided
annotations, the Wikipedia articles that contain these images, and
low-level visual features of these images. The collection was built
to cover similar topics in English, German and French and it is based
on the September 2009 Wikipedia dumps. For some images, no an-
notation is provided, other are annotated in one or several languages.
Image visual features include both local (bags of visual words) and
global features (texture, color and edges). The collection is available
for the participants of the ImageCLEF competition.

3http://www.flickr.com/
4http://www.wikipedia.com/
5http://press.liacs.nl/mirflickr/
6http://www.imageclef.org/2010/wiki
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• CoPhIR image set: The CoPhIR dataset7 [16] with 106 million processed
images is currently the largest collection available for scientific pur-
poses. It consists of metadata extracted from the Flickr photo sharing
system. The collection is composed mostly of outdoor and indoor
photos, and there are also several images of e-shops products, car-
toon images, hand drawings, paintings, etc. For each image, the col-
lection contains a thumbnail image, a link to a corresponding entry at
the Flickr web site, user-specified metadata (title, GPS location, tags,
comments, etc.) and five MPEG-7 visual descriptors (Scalable Color,
Color Structure, Color Layout, Edge Histogram and Homogeneous
Texture). Since the data are not supervised, some of them are of poor
quality - blurred or too dark/light images, images with sparse and
erroneous annotations, different languages used in annotations, etc.
While this may cause worse performance of search methods, the col-
lection provides a good model of a real-world data.

6.2.2 Topics

The common goal of all search systems is fulfilling the information need
of their users. Therefore, the test search topics should simulate what a real
user would instantiate as a usage scenario. Furthermore, the volume (num-
ber) and diversity (variability) of the topics should cover the whole search
domain and demonstrate statistical robustness of the results [110].

Usual ways of creating test search topics comprise a choice made by
domain experts and an analysis of search system usage logs. In [133], the
creation of topics for ImageCLEF 2010 Wikipedia Retrieval task is described
in more detail. A candidate set of queries is derived from a search log file
and topics from previous runs of the competition. From these, only such
queries that have a sufficient number of relevant results in an organizers’
search run are accepted.

Another issue related to the definition of topics is the choice of query
modality. Usually, one of the following options is employed: query by
example (image), query by text, or query by both text and images. Im-
age queries are a natural choice for annotation tasks but are not suitable
for image retrieval since one image may often represent several concepts,
while the imaginary user is only interested in one of them. Therefore, either
complex text queries or images complemented by text are used in web-like
image search tasks.

7http://cophir.isti.cnr.it
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6.2.3 Ground Truth

The term ground truth is used in information science to denote the best pos-
sible result that would be produced if a perfect method was applied in a
given task. Results provided by different techniques are then compared to
this ideal result. In classification tasks, a ground truth for a set of query
objects will contain the correct class labels or, in case of multi-label classifi-
cation, a binary decision about relevance of each label with respect to each
query. In retrieval tasks, we may also desire to take into account the fact
that some result objects may be partially relevant – not matching perfectly
user’s expectations, but also not quite irrelevant. This situation is better
modeled by a ground truth that is expressed as a degree of relevance of a
given object, e.g. as a percentage. In an ideal case, the ground truth should
contain an indicator of relevance for each object in the dataset with respect
to each search topic. To truly express the human-perceived quality of re-
sults, the relevance should be decided by human judges, preferably more
than one for each object and topic to balance the subjectivity of opinions.

Clearly, creating such a ground truth is an enormously laborious pro-
cess. When only a few people are involved, be them domain experts or lab
members, providing exhaustive relevance judgements is only feasible for
relatively small datasets. For the large ones, some approximations are usu-
ally employed. The following sections detail different techniques that are
being used to collect the ground truth data.

Because of the difficulties related to ground truth acquisition, evalua-
tion campaigns such as ImageCLEF do not provide the evaluation data to
the research community, but keep them to be used in future competition
runs. In consequence, there is a deficiency of ground truth data for test-
ing outside the evaluation campaigns, which is definitely an obstacle in the
development of new search methods.

Expert Evaluations

The most straightforward way of collecting the ground truth data is asking
a group of expert users to evaluate the relevance of all object-query pairs.
However, this is only feasible for small datasets. Alternatively, expert an-
notations can be provided for each image, using a defined categorization.
This is also a tedious work, but only needs to be done once for each object
in the dataset. However, the keyword ground truth can only be used for
evaluation of classification tasks. This approach has been adapted by the
supervisors of the MIRFLICKR dataset [87].
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Automatic Ground Truth Extraction

As opposed to the expert evaluations, automatic ground truth extraction
techniques seek to provide the relevance data without user involvement.
Typically, this approach is also used for classification task evaluation. Start-
ing with a set of categories, various algorithms try to identify the relevant
images in selected data sources (web, web gallery, etc.) and download them
to form the test dataset. Naturally, the images are accompanied by the cate-
gory label. Various information sources such as ontologies and text corpora
can be combined to improve the precision of automatic identification of im-
ages belonging to a given category [142, 155].

Pooling

As it is very difficult to collect the complete ground truth data with large
datasets, a partial ground truth is often utilized in large-scale evaluation. The
partial ground truth only contains relevance assessments of object-query
pairs that are needed for a given evaluation task. In most evaluation cam-
paigns, the objects for the partial ground truth are selected by so-called pool-
ing: objects that appear among the top n images in any of the results sub-
mitted by the competitors form a so-called pool, and expert evaluations are
provided only for the objects in this pool [133]. This approach allows fair
comparison of a given set of results, but only provides a one-time ground
truth that cannot be meaningfully reused for evaluation of different result
sets.

Crowdsourcing

The only way to obtain an exhaustive ground truth for large datasets is by
employing a large group of people, which is often denoted as crowd in mod-
ern information retrieval. However, it is not easy to find the necessary moti-
vation for the crowd to preform the requested task. One possible approach
is to invest a considerable amount of money and pay for each judgement.
This approach was adapted to create the ImageNet database [56], where
the Amazon Mechanical Turk platform was used to manually clean a large
set of candidate images. Similarly, crowdsourcing was utilized to obtain
ground truth data for some of the ImageCLEF tasks [126].

Naturally, money is not the only available means of motivating users to
cooperate. People can provide information about images in return for some
service or simply for fun. The authors of the TagCaptcha image annotation
system [114] propose to obtain annotations via the widely used Captcha
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challenge-response tests. Users are asked to choose relevant tags for several
images, some of which are known to the system but other are not. When
the known tags are assigned correctly, the other tags are learned for the
untagged images. In a similar manner, the famous ESP game [157] was
designed to entertain users and collect image labels at the same time.

Crowdsourcing is a powerful tool that allows to obtain a lot of data
rather easily. However, it needs to be handled carefully. Recent book [84]
explains the need to choose the crowd wisely, so that the people are well-
motivated and provide relevant data. Naturally, it is also necessary to
check the collected data for inconsistencies. Otherwise, the data obtained
by crowdsourcing may be useless. In [31], we detail some of the problems
we encountered in crowdsourced data provided within the data of Image-
CLEF 2011 Image Annotation Task.

6.3 Profiset Evaluation Platform

To be able to assess the effectiveness and efficiency of the search methods
that focus on large-scale retrieval in broad domains, we needed a large test
collection that would be equipped with a rich ground truth, preferably in
the form of degrees of relevance. Due to the lack of freely available eval-
uation test-beds that would meet these requirements, we decided to create
our own data collection and associated ground truth. To achieve this, it was
necessary to collect a considerable amount of relevance assessments, pro-
vided by human judges. To make this task feasible, we proposed a novel
method of ground truth acquisition which is based on the crowdsourcing
approach but relies on cooperation of research groups rather than financial
motivation of participators.

6.3.1 Dataset

Our objective is to provide a dataset that will enable researchers to test sys-
tems for large-scale searching in terms of results quality (precision), effi-
ciency (search time) and scalability. The important aspects are therefore (1)
the size of the dataset, (2) its scope, and (3) the type of data provided. As
to the size, the datasets that are used for benchmarking nowadays range
in volume from a hundred thousand to several millions of images. We be-
lieve that even larger datasets are necessary to test the efficiency of methods
for web searching. Regarding the scope, we are interested in a real-world
dataset since the performance of search mechanisms is influenced by the
distribution of objects in the domain. Finally, recent research indicates that
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the future of image searching seems to be in combining multiple modali-
ties, typically visual features and text metadata describing the semantics.
Therefore our dataset should contain at least these two modalities.

The Profiset collection which we chose as the basis of our evaluation
platform satisfies all the discussed requirements. The images were kindly
provided by the Profimedia8 company, who sells stock images produced by
photographers from all over the world. The collection contains 20 million
high-quality images with rich and systematic annotations, thus providing
rich data in both visual and text modalities. For each image, we have ex-
tracted five MPEG7 [116] global visual descriptors recommended in [16].
The dataset is freely available for research purposes and provides the fol-
lowing information for each entry:

• a thumbnail image;

• a link to the corresponding page on the Profimedia web-site;

• two types of image annotation: a title (typically 3 to 10 words) and
keywords (about 20 keywords per image in average) mostly in En-
glish (about 95 %);

• five MPEG-7 visual descriptors extracted from the original image con-
tent: Scalable Color, Color Structure, Color Layout, Edge Histogram
and Region Shape.

6.3.2 Query Topics

When selecting the topics, we had the following requirements in mind: the
queries should reflect real users’ needs, the topics should be diverse both in
content and in complexity, and there should be enough relevant results for
each test query in the dataset.

To achieve this we first created a set of candidate topics which com-
prised (1) popular queries from the search logs provided by Profimedia,
and (2) several examples of queries that we know from experience to be ei-
ther easy or difficult to process in content-based searching. Next, we run
a top-30 query for each of the candidates, using different combinations
of text-based and content-based search methods discussed in Chapters 4
and 5. Only the topics for which at least 10 relevant results were found
were accepted into the final query set.

8http://www.profimedia.com/
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Figure 6.1: Query object examples.

The resulting set of test queries consists of 100 topics, each of which is
defined by a single query image and a few keywords (typically one or two).
The following categories are represented by the topics: activity (5 queries),
animal (8), art (6), body part (5), building (3), event (3), food (8), man-made
objects (16), nature (16), people (12), place (9), plant (2), specific building
(4), and vehicle (3). Several examples of the query objects are shown in
Figure 6.1.

6.3.3 Partial Ground Truth

As stated earlier, a full ground truth should contain relevance evaluation
for each topic-object pair. However, collecting a full ground truth for a
large dataset is only feasible when a lot of people are employed. Since we
lack the resources required to organize such a campaign, we have utilized a
combination of the pooling approach and crowdsourcing. In particular, we
created a pool of candidate images and asked our lab colleagues to act as
the judges, thus creating a partial ground truth for the set of test queries we
selected. The initial pool was prepared in such a way that it should cover
the majority of relevant images. Furthermore, we provide tools that allow
other researchers to expand the ground truth as needed.

Pooling Data

In benchmarking competitions, the pool of candidate images for the eval-
uation usually contains the top n objects from each submitted result. We
applied a similar technique but we have used a set of our own search meth-
ods implemented over the MESSIF framework [21] that provided the re-
sults. In particular, we have employed all methods discussed in Section 5.3
that represent various existing approaches to retrieval by text and visual
modalities, and several postprocessing techniques that exploit the pseudo-
RF paradigm. Human-assisted query expansion was also applied to obtain
even more candidate objects. The various solutions that we have used are
schematically depicted in Figure 6.2.
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Figure 6.2: The global search schema.

Relevance Judgements

Altogether with variable weights settings, we created 140 search methods.
For each query image, top-20 queries were evaluated by all these methods.
The results were then merged and displayed in a web interface, shown in
Figure 6.3. The judges were asked to mark each object as very good, accept-
able, or irrelevant. To obtain the overall relevance score of a result object with
respect to a given query, the relevance categories can be transformed into
numerical values and aggregated as needed.

Statistical Evaluation

The ground truth data we obtained from our judges contain a considerable
number of relevance evaluations which are a valuable resource for analy-
sis of human perception of similarity. In this section, we present several
observations concerning both the properties of our dataset and the human
factor in the evaluation. The analysis is based on the ground truth snap-
shot from summer 2011, when we prepared the publication [30] about the
Profiset platform. Since then, the number of evaluated objects has signifi-
cantly increased during the evaluation of many additional experiments.
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Figure 6.3: The web interface for relevance evaluation.

The original evaluation process was performed by 15 participants, most
of them students, graduates, or researchers in IT. Out of the 100 queries,
each got evaluated at least twice, the total number of evaluations being
222. With the average number of candidate objects per query topic being
578, we obtained a total of 128,141 evaluated topic-object-user triplets. The
evaluation process took a month, the actual time invested in the judgements
being about 100 hours.

As mentioned earlier, we can compute the relevance of a result object as
the average of all evaluations we have for it. We find it suitable to catego-
rize objects into the following categories: perfect (average relevance 100 %),
good (at least 50 %), partially relevant (more than 0 %), and irrelevant. For
each query topic in our testbed, there were in average 105 perfect result
objects, 223 good objects and 315 irrelevant ones. However, the number of
objects in each category differed considerably between individual queries –
the lowest number of perfect results was 5, and 11 objects had less than 20
perfect results. The lowest number of good results per query was 53. We
can conclude that our set of topics is suitable for testing as there are enough
relevant objects to be found and, at the same time, enough queries with var-
ious difficulty levels are present (difficulty being inversely proportional to
the number of relevant objects contained in the dataset).

When evaluating the results, the judges were not given any rigorous in-
structions on what shall be considered relevant. Therefore, their classifica-
tion of results reflects their individual understanding of similarity and their
expectations of image search system performance. While this is known to
be subjective and inconsistent in different situations, all image retrieval sys-
tems are based on a tacit assumption that there exists some basic agreement
in the individual opinions. Using our relevance evaluations, we can verify
this assumption. Table 6.1 shows the percentage of identical evaluations,
where all judges agreed on the (ir)relevance of a query object pair.
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Number of
evaluations

Identical
evaluations

Unmatched
(2 different)

Unmatched
(3+ different)

2 80 % 20 % –

3 70 % 27 % 3 %

4 73 % 21 % 6 %

5 65 % 20 % 15 %

Table 6.1: User agreement in relevance assessments.

Figure 6.4: The development of result evaluations for two different queries.

For the sake of our ground truth it is also important to know whether
two judgements (which we have for most queries) are sufficient to obtain
a trustworthy relevance evaluation or whether more opinions are needed.
Figure 6.4 shows how the percentage of objects with given relevance changes
with the growing number of evaluations (we used the results with the most
evaluations to obtain these graphs). We can observe that the results are
quite stable, therefore the two judgements can be considered sufficient.

Finally, let us have a look at the methods we used to create the candidate
pool. We employed a high number of combinations of search methods and
postprocessing techniques in order to discover as many relevant objects as
possible. This approach has proved to be well suited as every combination
did bring some relevant object to the results that was not found by any
other method.

6.3.4 Provided Functionality

As we already mentioned, there is a lack of available testbeds for evaluation
of large-scale image retrieval. To help the research community to overcome
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this problem, we designed the Profiset collection from the beginning to be
publicly available, easy to use, and extensible. The dataset can be down-
loaded from http://mufin.fi.muni.cz/profiset/ after registration
and agreement to the usage terms. The data can be freely used for research
purposes.

In order to offer the tools created during the preparation of the par-
tial ground truth for the research community’s benefit, we have designed
two web-services. The first one simplifies the benchmarking of an external
search method against the existing ground truth and provides means for
extending the partial ground truth. The second service allows to add a new
image to the query set and collaboratively evaluate its ground truth.

Evaluation of External Search Method

Researchers proposing new search methods for image retrieval systems are
welcome to use the Profiset testbed as a benchmark. By downloading the
dataset, the query set, and the ground truth, they can compute their own
statistics on the effectiveness of their method. However, since our ground
truth is only partial, the new method may retrieve images whose relevance
is unknown.

To overcome this problem, the results of the new method can be up-
loaded to our service. In particular, only the identifiers of the images found
relevant by the new method for a particular query (from the set of test top-
ics) are uploaded, so there is no need to adjust the implementation of the
method in any way. The service then checks all the objects that were in the
original candidate set from which the ground truth was computed and any
new image is presented via the web-interface. Users are then able to judge
whether each of the new objects is very good, acceptable, or irrelevant in the
same way as when the previous partial ground truth was created. After-
wards, the statistics of the new method using the updated partial ground
truth are displayed.

Any such addition to the existing partial ground truth is also stored in
our database and immediately available for download. Thus, the partial
ground truth is collaboratively extended whenever a new method is tested
via our service.

Additional Query Images

Since our query set consists of a hundred images while the dataset contains
20 million images, we offer a service that allows to introduce additional
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query topics. Naturally, it is also desirable to provide some ground truth
information for any new query. In order to do that, we need a candidate
set of images and then user judgements of the relevance of the respective
images (as explained in Section 6.3.3).

Our service thus allows to upload a new query topic (possibly by se-
lecting an existing image from the Profiset collection using its identifier).
Then one or more candidate sets can be uploaded, e.g. retrieved by some
new search methods (as in the other service above). Finally, the system asks
whether the candidate set should be expanded by our search methods. We
provide options for selecting our text-based, content-based, or combined
methods as explained in Section 6.3.3. Since the candidate set creation is a
computationally intensive task, a job is scheduled in our university GRID9.
It can take some time until the candidate set is ready for the user judgement,
so the service notifies the user by email.

Then, the new query object is available for the user evaluation via a web
interface as shown in Figure 6.3. When at least one evaluation is complete,
the query is available in the query set with the new partial ground truth.
The query is then also offered for additional evaluations to other users.

Fair Use

We expect that researchers will use the service in good faith. However, since
the access to the system is authenticated, we are able to identify possible
abuse of the system and remove incorrect judgements. We also distinguish
the candidate objects based on the method that selected them, so it is easy
to filter out the results from an “invalid” method.

6.4 Summary

As we have demonstrated in the first part of this chapter, there is a lasting
need for open evaluation platforms for multimedia retrieval. In particular,
no large test-beds are available for image retrieval testing apart from a few
evaluation campaigns, which are not suitable for continuous development
of search methods. Therefore, we have proposed and created a new eval-
uation platform, which contains 20 million real-world images, a set of test
queries, and a partial ground truth. We also provide supportive web ser-
vices that allow other researchers to access the test-bed easily and cooper-
ate on extending the ground truth. We believe that the research community

9http://www.metacentrum.cz/
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can act as a specialized crowd motivated to provide high-quality relevance
data.

The Profiset evaluation platform as well as the methodology of its cre-
ation were presented in [30]. As of December 2012, 8 users of the plat-
form are registered and the ground truth contains more than 140.000 eval-
uated query-result pairs. Using the test-bed, we were able to perform the
exhaustive evaluation of multi-modal search methods presented in Chap-
ter 5. Moreover, the proposed methodology can be readily applied to create
additional test-beds, utilizing a different dataset or targeting a different ap-
plication. A sister CoPhIR evaluation platform already exists that utilizes
the CoPhIR dataset, and the Profiset Annotation test-bed provides means
of testing automatic image annotation. Both of these were used in experi-
mental evaluations reported in this work (in Chapters 5 and 7) but are not
publicly available at the moment.
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Chapter 7

Applications

The query-by-example image retrieval which we have studied in previous
chapters can be utilized as a stand-alone tool in many tasks, such as tar-
geted search, collection browsing, or detection of image (near-)duplicates.
However, there is also a number of scenarios in which retrieving similar
images forms only one part of a more complex processing that is needed to
obtain a desired piece of information. In such situations, visual similarity
between images typically provides a link to relevant information of some
other type, which is then processed by the application.

One of the most frequent procedures that utilize content-based search-
ing is automatic image classification or annotation. Automatically gener-
ated textual data that describe image content find use in numerous con-
texts, ranging from librarian classification of multimedia items to free text
descriptions of a personal photo collection. Even though the classification
tasks are traditionally associated with machine-learning techniques, search-
based annotation mining is also beginning to gain attention, especially in
applications dealing with broad domains and unlimited number of cate-
gories (labels). As the requirements on image retrieval may differ in the
context of text mining and in general image search applications, we need
to study the behavior of retrieval techniques also in the context of image
annotation applications.

Accordingly, the image retrieval methods developed within the MUFIN
search system were applied and tested in two scenarios that strive to mine
textual information from images. The MUFIN Annotation Tool application
aims at providing a set of descriptive keywords for an arbitrary input im-
age, exploiting the descriptions of similar images. This tool was first pub-
lished in 2011 and further refined in 2012, when it was also integrated into
a Firefox plugin, thus becoming more comfortable to use and freely avail-
able to web users. In 2011, we also participated in the ImageCLEF contest
and developed a search-based solution for its image categorization task.
To decide the relevance of categories, we exploited the free-text annotation
provided by the MUFIN Annotation Tool.
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In this chapter, we first provide a brief introduction of relevant use cases
and a survey of existing approaches to image annotation. Special atten-
tion is given to the principles of search-based annotation and identification
of the main challenges in this area. The following sections describe the
above-mentioned applications of the MUFIN search engine to annotation
and classification tasks. Building upon the recent work in the annotation
research, we create a general model of the search-based annotation, pro-
vide a working implementation, and lay foundations to a systematic study
of search-based text mining. Current results as well as future research plans
are summarized in the final section.

7.1 Extracting Words From Images

Mining text data from images has recently become a very popular research
field, comprising a wide variety of tasks with different challenges. Before
introducing the main directions of contemporary research, we would like
to present a few use cases that illustrate the various information needs that
are being studied.

• Cell type recognition is a textbook example of a simple classification
task. A cell image needs to be classified into one of several classes.
Correctly labeled training data are usually available.

• Multimedia archiving applications typically need to sort data objects
into classes, but this time more than one label may be relevant for a
given object. However, the set of labels is limited and known.

• Text-based image retrieval is comfortable for users but requires images
to be richly annotated. To support text-based retrieval, image annota-
tion methods should provide as many relevant tags as possible for a
given image. The application domain may be very broad and the set
of labels potentially unlimited.

• Semantic web philosophy requires image annotation methods to sup-
ply not only relevant tags but also links to relevant sources of seman-
tic information, e.g. ontologies. Semantically annotated multimedia
can then be exploited in complex information mining applications.

7.1.1 Overview of Approaches

To select a suitable approach for any of the scenarios suggested, it is impor-
tant to consider the following factors: the level of user involvement in the
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annotation process, input data properties, the target vocabulary, and the
performance issues.

Naturally, the annotation is more precise but much more labor-intensive
with user involvement. Research of semi-automatic annotation methods
focuses on simplifying this task by providing advanced annotation inter-
faces [101, 153]. Also, the crowdsourcing paradigm can be utilized, exploit-
ing game-like methods as discussed in Section 6.2.3. A comparison of dif-
ferent approaches to manual image annotation can be found in [107].

On the other hand, automatic approaches can only work with the infor-
mation present in the input data. More specifically, an annotation algorithm
needs to extract the relevant data from the query image and some knowl-
edge base, which is typically a collection of labeled images. In some cases,
additional metadata such as GPS coordinates may be provided with the in-
put image, which can be used with advantage e.g. by landmark recognition
applications. Alternatively, the surrounding web page can be analyzed to
learn about the image content. In many situations, however, the image it-
self is the only input of the annotation process. Then, it can be processed in
the following ways:

• Model-based image annotation: A correctly labeled training dataset
is used as an input for machine learning processes, which create a sta-
tistical model for each concept from the annotation vocabulary. Lo-
cal image descriptors are typically clustered into visual words (blobs)
and the machine learning techniques establish relationships between
the visual words and text labels. These are then used to provide the
annotation.

• Search-based image annotation: The annotation process starts with
a content-based search in the knowledge base, which retrieves a set
of images similar to the query image. The texts associated with the
similar images are consequently analyzed and the output annotation
is composed, e.g. by selecting the most frequent keywords.

The suitability of the model-based or search-based approach is tightly
related to the type and scope of the target vocabulary of the annotation.
The survey study [78] distinguishes three types of annotation: free text,
keywords chosen from a controlled dictionary, and concepts from an on-
tology. Annotations of the first type are not restricted in any way, while
the other two types presume some knowledge about the domain and task.
Ontologies are particularly important for semantic annotations and will be
discussed in more detail later. Another important aspect is the size of the
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vocabulary, which ranges from a couple of class tags to the size of natu-
ral languages. In case of smaller vocabularies we often speak of classifica-
tion rather than annotation. By their design, model-based methods are bet-
ter suited for classification tasks with a limited and controlled vocabulary,
where a separate classifier can be learned for each concept. On the other
hand, search-based approaches are more appropriate for free-text annota-
tions in broad domains, such as web image tagging. Naturally, the basic
models can be adjusted and combined in numerous ways.

The last important topic we need to consider in the context of image an-
notation is the efficiency of available methods. Most of earlier work on im-
age annotations focused on small-sized static datasets, where the efficiency
issues are not relevant and the main challenge is to tune the classifiers.
However, the attention of the research community has recently shifted to
comprehend also the large-scale annotation problems, which often require
online processing of large quantities of data. Naturally, this again results
in the need to carefully balance the precision and costs of both the image
retrieval phase and the text mining procedures. Even though promising
results have already been presented for large-scale annotation [99, 150], a
lot of challenges still remain open. We discuss them in the following sec-
tions, which survey the latest development of annotation methods in three
directions: development of ontologies and their usage for annotation, uti-
lization of model-based approaches in large-scale annotation, and advances
in search-based approaches.

7.1.2 Ontology-Based Annotation

Ontologies as a tool for describing objects (both real-world and abstract)
and their relationships are a promising source of semantic information that
can be exploited in automated processing of multimedia data. Even though
state-of-the-art ontologies are only able to provide the semantic information
for a few selected domains, we believe knowledge bases of this type will be
an important part of information mining in the future. Therefore, we briefly
examine existing ontologies for image description and their utilization for
annotation.

In the context of visual information, ontologies can be designed to de-
scribe various aspects of an image: thematic descriptions of depicted mat-
ter (scene, objects, events, etc.), media descriptions referring to low-level
features (descriptors, extraction algorithms), or structural descriptors (seg-
mentation of image, spatio-temporal aspects) [53]. Currently, a lot of re-
search groups and initiatives focus on designing multimedia ontologies
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with respect to the latter two issues [153], whereas the thematic ontolo-
gies for image content are more difficult to find. The majority of existing
thematic ontologies focuses on specific application domains, e.g. biomed-
ical data [52]. However, general ontologies for multimedia annotations
are also beginning to appear, such as the basic ”Photo Tagging Ontology”
used within ImageCLEF annotation tasks in last years or the more com-
plex Large-Scale Concept Ontology for Multimedia (LSCOM) [119] which
has been cooperatively developed for video news annotation. Still, the
WordNet [69] lexical database remains the resource most frequently used
for retrieving semantic relationships of depicted objects. Even though the
WordNet, strictly speaking, is not an ontology, it is the largest available
collection of semantic concepts interlinked by relationships. The Word-
Net is exploited e.g. in [121] to extract semantic meanings of images from
the unstructured textual annotation provided by web authors, or in [92] to
prune irrelevant keywords from the classification results. In a similar way,
Wikipedia pages and their categorization have been used as another source
of semantical information.

7.1.3 Machine Learning

Machine learning techniques represent a standard model-based approach
to image annotation and classification. The survey study [166] introduces
main research directions in this area, which include support vector ma-
chines, artificial neural networks, decision trees, and Bayesian methods.
A wide variety of methods have been proposed for each of these approaches
and to analyze them is beyond the scope of this work. However, an impor-
tant property common to all machine-learning techniques is the need for
correctly labeled training data. Also, the model-based approaches are only
able to distinguish a limited number of image classes, for which the classi-
fiers are available. To apply this paradigm also for annotations with large
vocabularies, it is necessary to use a lot of classifiers and expand the classi-
fication results.

In the context of large-scale annotation, a well-known example of model-
based solution is the ALIPR [99] system, which claims to provide real-time
annotations for web images. ALIPR uses the Corel dataset with about 600
semantic concepts as a training dataset, each concept being described by
several words. After the classification, words from the most relevant con-
cepts are merged to form the annotation. A similar approach is proposed
also in [54]. Different solutions to the ImageCLEF annotation tasks [126,
128] elaborate on the selection and combinations of visual descriptors for
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classificators but do not perform any subsequent processing of selected con-
cepts.

7.1.4 Search-Based Annotation

Search-based image annotation, also denoted as data-driven annotation, is
an orthogonal approach to machine learning [166]. For this solution, no pre-
vious training of the annotator is needed. In time of the query execution,
a content-based image search is initiated over the knowledge base, which
retrieves a set of similar images. The text metadata of these images are
subsequently exploited to provide the annotation. In this basic setting, vo-
cabulary of the annotation reflects the vocabulary of the reference dataset.
If required, the vocabulary can be adjusted with the use of dictionaries, on-
tologies, etc.

From a number of recent search-based solutions, we select a few that
illustrate different adjustments of the basic processing schema. In [159], the
authors elaborate on a ranking algorithm that selects the annotation key-
words from among the candidates using a random walk in a graph of tag
associations. Authors of [150] propose an innovative way of obtaining the
reference dataset. Issuing a text query to several web search engines for
each non-abstract noun from the WordNet dictionary, they collect 80 mil-
lion web images, each of them being associated with one noun. The images
are further downsampled to 32 x 32 pixels to save processing costs and
successfully used for recognition of objects and scenes. In the final phase
of the annotation process, WordNet is employed again to remove labeling
noise. The AnnoSearch system [161] follows a different strategy, requiring
the annotation process to start with the query image and a seed keyword.
Using the keyword, text-based queries are employed to provide candidate
images. These are subsequently ranked by visual similarity and the top
ones provide keywords for the annotation. In [60], the semantic annotation
corpus was prepared offline by mining 400K Web images and their sur-
rounding web pages. The images were found by text search using concepts
from the LSCOM ontology. The resulting corpus provides class names and
class keywords, which are employed in the following way: content-based
retrieval selects 200 most similar images, 5 most frequent classes are iden-
tified among these, then their keywords are added to the candidate set and
the final relevance of each annotation word is evaluated. A very recent
study [42] suggests that different approach should be used for scene and
object tags. The authors argue that scene tags can be retrieved by standard
search-based approach, but object tags are more difficult to obtain. To solve
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the problem, the authors propose to build a concept dictionary for the object
tags.

Challenges

Search-based image annotation is a promising direction for further research
as it allows to exploit the vast amounts of user-generated data available on
the internet. Taking advantage of recent progress in content-based multi-
media searching, it offers a complementary approach to traditional machine-
learning techniques. The following list presents current open challenges for
search-based annotations:

• Choice of data sources: The reference dataset used for content-based
retrieval significantly influences the quality of annotations. One of
the important factors is the size of the dataset and its scope – the
broader the domain to be covered is, the more images are needed
to provide examples for different visual forms of the semantic con-
cepts. Current solutions comprise utilization of existing collections,
typically provided by web galleries such as Flickr, or creating a dedi-
cated image collection from web images selected by text search, using
keywords from different sources (WordNet, ontologies) as seeds. In
the latter case, another design decision concerns the selection of tags
for the knowledge base – either only the seed keywords can be uti-
lized, or a whole web page surrounding a given image is analyzed to
provide richer vocabulary. Denoising of the knowledge base can also
be performed, using ontologies and word co-occurrences.

• Text data processing: The labels associated with similar images form
the basis for annotation formulation. In this process, relevant key-
words should be identified and if required, transformed to match
a given vocabulary. Often, it is also advisable to try to expand the an-
notations by related words from other sources to eliminate the prob-
lem of a closed vocabulary in case of static reference databases. A wide
range of techniques have been proposed for this task, mostly exploit-
ing statistical properties of the reference dataset (keyword frequen-
cies, associations between tags) or external resources (WordNet, on-
tologies).

• Efficient and effective annotation: To provide a real-time annotation,
the performance of both the image retrieval and the metadata pro-
cessing is vital. This is affected by many factors, including the visual
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content descriptors in use, the knowledge base volume, the data in-
dexing and search algorithms employed, and the complexity of text
metadata processing. Recent research works present different solu-
tions for each of these issues but to the best of our knowledge, no
systematic study of annotation efficiency has been carried out yet.

• Evaluation: Similar to other information retrieval tasks, evaluation is
a crucial part of the development of annotation techniques. As well
as in the case of image retrieval, the difficulties arise with evaluation
of large-scale tasks. Some evaluation datasets already exist, e.g. the
IAPR TC-12 Benchmark collection [76] or the NUS-WIDE dataset [44],
various other methods are discussed in [78]. A common problem
of many evaluation datasets is the limited vocabulary of available
ground truth, which constrains the usability of such testbeds for eval-
uation of free-text annotation methods.

7.2 MUFIN Image Annotation

Search-based image annotation is a promising and active research direction
that is a natural extension of our previous research in the field of image
retrieval. Taking advantage of having a working image search system, we
can now concentrate on the specific issues related to text information ex-
traction. In particular, we focus on the situation when an unknown image
file is the only input and a set of relevant words from an unlimited vocabu-
lary is expected on the output. We assume that a real-time interaction with
the annotation system is needed. Such application would find use e.g. for
tag hinting in a web gallery or a photostock site.

This section discusses the design and development of the MUFIN Anno-
tation Tool, which was created to address such use cases. The functionality
of the MUFIN Annotation Tool is composed of two distinct phases – the
retrieval of similar images, and the processing of text metadata of these im-
ages. We introduce our current solutions for both these phases, evaluate
their efficiency, and analyze the results.

7.2.1 Annotation Framework

Figure 7.1 presents a general model of a search-based annotation system. Its
principal components can be found in all systems surveyed in Section 7.1.4.
The individual subtasks represent important issues that need to be thor-
oughly studied before a real working annotation system can be created. As
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Figure 7.1: Data-driven annotation model.

we shall see, some basic annotation functionality can be achieved relatively
easily. However, the results are far from satisfactory for real applications.
Therefore, a lot of research effort still needs to be invested to understand
the potential of different data sources and mining techniques and utilize
them optimally. In our current work, we focus on optimization of the com-
ponents which are highlighted in Figure 7.1 by underlining.

7.2.2 MUFIN Annotation Tool

The MUFIN Annotation Tool first came into existence as a simple applica-
tion for testing the performance of our image search methods in the annota-
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tion use case. After preliminary testing of the first prototype, which showed
promising results, we continued refining the image searching as well as the
text mining techniques.

To build even the most basic tool capable of transforming images into
words, we needed to face the following issues: 1) find an image dataset with
text metadata that is large and precise enough to serve as a knowledge base;
2) choose some measure of visual similarity that is applied to select images
similar to the query; 3) facilitate content-based retrieval; and 4) decide how
the final annotation should be derived from the metadata of the similar
objects. For the first version of the Annotation Tool, we solved these issues
in the following way:

• We took the advantage of having a large, reliable source of annotated
images in the Profiset collection (described in Section 6.3.1) and chose
it as a knowledge base.

• The standard combination of five MPEG-7 visual descriptors used in
MUFIN [16] was employed to evaluate the visual similarity of objects.

• Content-based search such as described in Section 5.1.3 was utilized
to find images similar to the query image.

• The final annotation was composed of the most frequent keywords
from the descriptions of the similar images.

We used this first prototype to gain some experience with the behav-
ior of annotations and to identify the directions for future development.
Also, this implementation was utilized in the ImageCLEF Annotation Task,
which will be discussed in detail in the following section.

As the next step, we tried to improve the informative value of the set
of similar images by combining the results of content-based search over
several diverse data collections. This approach has a strong rationale, as
it prevents the annotation vocabulary from degradation and allows to ex-
ploit information from sources with different origins and biases. Therefore,
we expanded our implementation by adding another knowledge source,
namely the Imagenet collection [56] which tries to collect images illustrat-
ing the WordNet concepts. At the time we used it, the ImageNet dataset
contained about 12 million images. The prototype of the Annotation Tool
in this phase, as shown in Figure 7.2, was presented in a demo paper [32] at
the SISAP 2011 conference. However, the ImageNet dataset did not prove
to work well, as its text metadata are too sparse. Since we were not aware
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Figure 7.2: MUFIN Annotation Tool (as of 2011).

of any other promising image dataset, we abandoned this research direc-
tion temporarily, even though we do believe that combination of multiple
image sources is a promising direction for the future.

After the initial experiments, we decided to focus more thoroughly on
the following challenges:

• Utilization of multi-modal retrieval for selection of similar images: At
the beginning of the image retrieval phase, only visual descriptors of
the query image can be exploited for searching. Still, different visual
features can be used and combined in various ways. After the initial
search, derived modalities also become available. We study a few se-
lected multi-modal image search scenarios and their behaviour with
different parameter settings.

• Preparation of the knowledge source: Even though we employ a high-
quality image dataset, there is still a significant level of noise in the
image descriptions. Therefore, metadata cleaning tools are needed.
Moreover, we try to establish links between the text metadata of Profi-
set images and the WordNet synsets, which would allow us to exploit
the semantic links in the WordNet hierarchy during the annotation
process.

• Selection of annotation keywords: By exploiting the links between
Profiset keywords and the WordNet hierarchy we try to improve the
selection of relevant keywords.

In the following sections, we discuss our current solutions for each of
these issues. Subsequently, the usefulness of the proposed techniques will
be analyzed in an experimental evaluation.
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Retrieval of Candidate Images

Even though various image descriptors have been tried in data-driven im-
age annotation, there is no clear consensus on which are the most suitable.
In the current phase of our research, we therefore utilize the standard de-
scriptors approved in many image-search-related applications – the MPEG-
7 global descriptors and the SIFT local descriptors. As we have discussed in
Chapter 3, the retrieval by local image descriptors is, in general, more costly
and therefore is less eligible for fast searching in large image collections.
The annotation response time is however one of the important qualities in
interactive applications such as the tag hinting. Therefore, we exploit the
global visual features in the initial retrieval of similar images, in particular
our usual fixed combination of five MPEG-7 descriptors (more details are
provided in Section 5.1.3).

After the initial search, which provides the first links to the knowledge
base, it is possible to apply an unlimited number of query expansion steps
and additional search runs to provide the best possible set of similar im-
ages. Naturally, the additional steps increase the processing costs as well as
the complexity of the whole system. To be able to combine multiple search
runs effectively, it is necessary to have a deep understanding of the possi-
bilities and limits of each processing phase. In the current version of the
MUFIN Annotation Tool, we restrain our solution to a single search with
subsequent postprocessing techniques and focus on its optimization, thus
establishing the foundations for future enhancements.

As we could observe in experiments presented in Section 5.3, the re-
sults of content-based retrieval by global descriptors can be significantly
improved by subsequent re-ranking of the basic search results by a comple-
mentary modality. In this case, however, the secondary modality is not ex-
plicitly contained in the query specification and needs to be extracted from
the query image. Alternatively, pseudo-RF re-ranking can be employed,
which exploits information from the candidate results. Related literature as
well as our preliminary experiments suggested that there are two promis-
ing approaches that could be employed: 1) re-ranking by local visual sim-
ilarity, using SIFT features extracted from the query object and the candi-
dates, and 2) pseudo-RF re-ranking that exploits the clustering principle,
i.e. ranks the candidate objects by their average distance to other objects in
the candidate set. These two methods were therefore studied in the context
of image annotation. Ranking by the SIFT descriptors allows us to include
an orthogonal view on image similarity with relatively low additional costs.
With the clustering rank, it is of a particular importance that also the text
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descriptions of candidate result objects are taken into account, as both text
and visual modalities are available for these objects. Thus, the final result
is composed of objects mutually similar on both visual and semantic levels,
even though a visual-only query was issued.

A crucial factor for the precision of the image retrieval phase is also
the choice of the result sizes after each similarity search or postprocessing
step. We strive to optimize these parameters to obtain the best possible
ratio of relevant and irrelevant results after each step, which increases the
probability of producing high-quality results in the next step.

Text Preprocessing

In some aspect, the utilization of web resources for the data-driven annota-
tion is very promising as it allows us to access vast amounts of information
contributed by internet users. It would be hardly feasible to collect such
quantities of data in a more controlled environment. On the other hand,
the web resources also inherently contain problematic issues that arise from
the fact that the data was originally intended for a different use than the an-
notation. Tag noise and tag ambiguity are two of the most obvious issues
related to text metadata of image objects. To eliminate these problems, data
cleaning and disambiguation should be applied before a data collection is
employed in the annotation process.

While the problem of text metadata cleaning is closely related to the
well-studied issue of text data preprocessing for text retrieval, it has some
specific features which prevent us from direct application of existing text-
processing tools. In particular, the text metadata usually comes as a list of
keywords, whereas most of the current text processing tools focus on co-
herent text documents. The text annotations of images further demonstrate
higher level of noise and a different statistics of term usage. Therefore, we
decided to create our own specialized tools for data cleaning, optimized for
the particular knowledge base we employ.

The Profiset collection cleaning and disambiguation were two objectives
of a bachelor thesis [26], which was successfully defended in 2012. The data
cleaning comprised the removal of stopwords, translation of non-English
words, and spelling corrections. The cleaned metadata contain only words
that were found in a standard English dictionary, WordNet database, or
among Wikipedia entries. The disambiguation of keywords, e.g. the iden-
tification of the correct meaning of individual words, is a more challenging
task. To be able to decide the correct meaning of a given keyword, it is
necessary to study its context. This is more difficult with keyword annota-
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tions than with standard text documents, as we cannot analyze the syntac-
tic structures. However, it is possible to obtain some information from the
context of the set of words that are assigned to the same image. In our ap-
proach, we study the relatedness of keywords using the WordNet hierarchy
of synsets. For each image in the dataset, we take all its keywords and try to
link them to the WordNet synsets in such a way that the distances between
synsets assigned to a single image is minimal. The distance is measured by
the number of linking steps in the WordNet hierarchy.

After the cleaning phase, we have been able to reduce the number of
distinct keywords in the Profiset database from 1 171 887 to 259 076, which
means considerable improvement of metadata quality and increased prob-
ability that matching words will be found in the annotation process. It was
not possible to link all the keywords to WordNet synsets with acceptable
precision, but we were able to determine the links for 48 % of all keywords.
Combining the original, human-created text metadata with the automatic
analysis of tag relatedness and identification of synsets, we created the rich-
est annotation knowledge base we are aware of. The improvement of anno-
tation quality can be observed in the experiments reported in Section 7.2.3.

Annotation Forming

In our baseline solution, the annotation is formed by the keywords that
appear most frequently in the metadata of images produced by the image
retrieval phase. A simple word-cloud approach is used, giving different
weights to words from title and the description keywords. Some solutions
(e.g. [108]) also engage the ranking of the images in the computation of
keyword scores, thus increasing the impact of keywords of the nearest im-
ages. However, our preliminary experiments have shown that not taking
the ranks into account provides a more robust solution – instead of relying
on the precision of visual best-matches, we profit on the majority voting of
a higher number of images.

The simple word-cloud approach has several weak aspects. Even if the
similar images provided by the image retrieval phase are perfectly relevant,
many keywords may not appear in the annotation because they are not
matched due to typing mistakes or natural language features, which enable
to express the same concept by different synonymous words, on different
abstraction levels, etc. If the retrieved set of images contains some irrelevant
objects, irrelevant tags are likely to be propagated to the result. Also, the
vocabulary of the annotation is determined by the keywords appearing in
the source dataset and can be biased by a specific community slang.
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We attempt to improve the keyword matching by employing the Word-
Net hierarchy of concepts, which provides means to understand various
relationships between natural language terms and extend the annotation
vocabulary. The utilization of WordNet is often reported as tricky, as mis-
takes often occur in the initial choice of synsets for individual keywords and
the whole processing then increases annotation noise rather than improves
the result. In our refined knowledge base, however, we have already as-
signed the synsets to many keywords with a rather high level of precision,
using the context of keywords attached to the same image. We exploit the
synsets in the following way:

• first, we create a set S of synsets related to any of the input images,
and compute their frequencies;

• next, we exploit selected WordNet relationships to increase the score
of synsets that are related to some other concepts in S – e.g. the synset
for dog will increase the score of animal synset if both are in S.

The use of synsets automatically solves the problem of matching syn-
onymous keywords. When the processing of synsets is completed, the key-
words from the highest-scoring synsets are joined with those keywords of
the input images that were not linked to any synset. Depending on their
scores, the synsets can be represented by one or several keywords. Top
keywords in a standard frequency ranking then form the final annotation.

The boosting of scores between related synsets improves the chances of
relevant keywords to appear in the result and also partly solves the problem
of irrelevant words, which should not be able to gain high scores unless too
many irrelevant objects are present among the similar images. Still, some
irrelevant words are likely to appear in the annotation. To remove these,
a more thorough analysis of relatedness between the concepts in the final
annotation result will be provided in a future version of the Annotation
Tool.

7.2.3 Evaluation

Experimental evaluation is an essential part of any multimedia processing
tool development, as it is not possible to analyze the proposed solutions
theoretically due to the high complexity of the data in question, i.e. the
image content and the natural language in our application. In the exper-
iments presented in this section, we aim at discovering the efficiency of
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Knowledge
base

Image search:
method result size

Annotation
forming

baseline solution

original
Profiset data

MPEG-7 basic search 20 most frequent
keywords

refinement techniques

cleaned
Profiset data

MPEG-7 basic search 10-500 synset matching,
utilization of
WordNet
relationships

MPEG-7 basic search
clustering rank

40-200
20-50

MPEG-7 basic search
SIFT rank

40-100
20

Table 7.1: Annotation techniques and parameters.

the described methods and identifying relations between various param-
eter settings and the annotation performance. The results will enable us
to optimize the MUFIN Annotation Tool and identify topics for future re-
search.

Table 7.1 provides an overview of search methods that were tested, as
well as the retrieval parameter values. Each of the refinement techniques
was tested separately, as to be able to determine its performance. The fol-
lowing sections describe the methodology of our testing and discuss the
results.

Methodology

Similar to the general image retrieval benchmarking, the evaluation of im-
age annotation performance is a difficult task. Fortunately, the domain of
possible relevant expressions is not as large as in the case of image search,
but still the desired annotation depends on application context and it is not
possible to create a universal annotation ground truth. The problem is often
solved by limiting the annotation vocabulary, which is employed e.g. in the
ImageCLEF annotation contests [128]. However, such simplification does
not reflect the real needs of many applications such as the tag hinting.

Therefore, we utilized the same solution as in the case of image search
evaluation (described in detail in Section 6.3.3). We asked users to sort the
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results of annotation methods into several categories: very good, acceptable,
undecidable, bad. The undecidable category was newly added since it is some-
times not possible to decide the relevance of some concepts without a more
thorough knowledge of a given location, flower species, etc. Several people
participated in the evaluation process, providing at least two judgements
for each query object and keyword. Two hundred randomly selected im-
ages from the Profiset collection were used as the query objects. Top 20
keywords from each annotation method were put into the evaluation pool.

For the evaluation of results, we applied several measures. First, we
compared the average precision achieved by each method, for which the
relevance categories were transformed into relevance percentage. The next
measure only counted such objects that were considered at least acceptable
by at least one person. The most strict measure only worked with objects
that were considered at least acceptable at least once and were never marked
as bad. Since the results show the same tendencies under all these measures,
we only report the second one which we consider most fitting for the tag
hinting use case.

Discussion of Results

Table 7.2 presents the evaluation results for selected search runs that illus-
trate the performance of the individual techniques. Apart from the overall
relevance, expressed as the average number of relevant keywords, we can
also see the number of queries for which a given method provided better,
or worse, results than a relevant baseline. Wall-clock time was used to mea-
sure the processing costs.

As we can see, the main improvement of the annotation precision as
compared to the baseline solution was achieved by the utilization of the
cleaned reference database. We have also been able to further increase the
relevance of results by employing a larger number of similar images for
the annotation forming. As for the other techniques we tested, their over-
all results are less optimistic. On the other hand, even the less successful
methods have been able to increase result quality in a number of cases. Let
us now take a closer look on the individual processing phases.

Text preprocessing The impact of the Profiset collection cleaning on the
annotation quality is clearly visible in the experimental results. We were
able to increase the number of relevant words per result by 1.58 in average,
while 86 % of queries achieved same or better relevance. The evaluation
costs were naturally not influenced by the cleaning. Since the utilization of
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method result
size

better/worse
results [#]

average
relevance

time
costs [s]

baseline solution (B1) 20 – 8,69 2,50

cleaned dataset (B2) 20 142/29 vs. B1 10,27 2,50

cleaned dataset 50 101/66 vs. B2 10,91 2,80

cleaned dataset 500 110/57 vs. B2 11,41 4,50

clustering rank 40→20 71/89 vs. B2 10,18 3,10

clustering rank 100→20 83/96 vs. B2 9,93 3,30

SIFT rank 40→20 55/118 vs. B2 8,93 7,90

synset matching 20 72/77 vs. B2 10,21 2,70

Table 7.2: Annotation experiments – evaluation of results.

the cleaned data is definitely profitable, we employ it with all other refine-
ments and consider the top-20 MPEG-7 search over the cleaned data as a
new baseline.

Retrieval of similar images In the first set of experiments, we employed
the basic MPEG-7 retrieval and tested the influence of different number of
similar images on the annotation quality. As depicted in Figure 7.3, we
found that the precision of results continues to grow with the number of
images, but the improvements are less pronounced with higher size values.
On the other hand, the time costs rise linearly. Image set sizes from the
interval of [50,100] seem to provide the most balanced trade-off between
effectiveness and efficiency.

The results for solutions that exploit ranking techniques are more diffi-
cult to interpret. We can see in Table 7.2 that none of the presented methods
achieved better average relevance than the cleaned baseline. However, the
clustering rank as well as the SIFT rank are able to improve the result qual-
ity for a number of queries. When we increase the number of objects that
enter the ranking, the number of improved results grows, but there are also
more results where the overall relevance gets worse. This shows us that it
is not possible to simply apply a generic re-ranking method to all objects.
Instead, we need to analyze the annotation behavior in more detail to de-
termine when a given ranking should be used.

Altogether, we can observe that the ranking methods are not as effective
in the context of image annotation as we hoped. Evidently, the similarity
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Figure 7.3: The tradeoff between result precision and evaluation costs for
different number of similar images.

measures employed in the ranking procedures are not semantic enough to
reliably distinguish relevant images for all types of queries. In future, we
plan to try to determine the dependencies between various query proper-
ties and the suitability of ranking methods, as debated in Section 5.3. On
the other hand, reasonable annotation results are obtained by processing
keywords from a larger set of images, where the majority voting can bal-
ance the occasional irrelevant images. From the solutions we examined, the
top-100 MPEG-7-based search is thus the most suitable option.

Annotation forming As shown in Table 7.2, the basic analysis of Word-
Net relationships we applied on the keywords of similar images did not
succeed to improve the annotation quality noticeably. Similar to the rank-
ing techniques, the use of WordNet was beneficial for some queries but
spoiled the results in other cases. Still, we believe that the utilization of
semantic relationships is the right direction for annotation improvement.
However, it will be necessary to exploit the relationships more carefully to
achieve better results. The bottom-up processing that we have applied in-
creases the scores of keywords under certain conditions, but it should be
complemented by a top-down checking of consistence of the final annota-
tion. Adding such consistence metric will be our primary future task.
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7.2.4 Image Annotation Software

The experimental results prove that even though there is a lot of space for
improvements of the MUFIN Annotation Tool, the current implementation
is capable of providing 11 relevant keywords for an image in average. Thus,
it may already be interesting for people who are creating text annotations
of their images and are looking for inspiration, or want to save time and
effort needed for hand-typing the tags. Visually impaired people represent
another group of users that might profit from the tool, as it can help them
to understand images on the web that are not provided with explanatory
descriptions.

All the functionality of the annotation tool is implemented within the
MESSIF framework and accessible via the MUFIN Annotation Demo in-
terface1. To offer potential users an easy access to the annotations, we
also wrapped the MUFIN Annotation Tool into a plugin for the Mozilla
Firefox web browser. The annotation can thus be obtained by two mouse-
clicks for any publicly available web image. The plugin application com-
municates with the MUFIN search engine via a web service. Upon a re-
quest, the search engine downloads the query image, extracts its visual fea-
tures, and provides the annotation keywords. Advanced users can also
adjust some of the annotation parameters, e.g. the number of similar im-
ages to be used to generate the annotation. Figure 7.4 shows the output
provided by the annotation plugin. The MUFIN Image Annotation plugin
is now freely available from the web page http://mufin.fi.muni.cz/
plugins/annotation.

7.3 MUFIN Image Classification

In this section, we report on our participation in the ImageCLEF 2011 An-
notation Task, which is the second problem for which we tried to apply the
search-based text extraction methods. Despite its name, we prefer to un-
derstand the ImageCLEF Annotation Task as a multi-label classification of
images, as it required to select relevant tags from a relatively small dictio-
nary and a training dataset was provided. In contrast to other solutions,
which exploited machine learning techniques commonly used for this type
of assignments, we based our approach on search-based annotation and its
transformation into the classification labels. The following sections describe
the task in more detail, present our solution, and discuss the competition
results. More details about our solution can be found in [31].

1http://mufin.fi.muni.cz/annotation/
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Figure 7.4: The output of the MUFIN Image Annotation plugin.

7.3.1 Task Description

In the ImageCLEF Photo Annotation Task, the participants were asked to
assign relevant keywords to 10,000 test images. Part of the test objects con-
tained only an image, for other some EXIF metadata or uncleaned Flickr
tags were also available. The keywords to be assigned were chosen from a
fixed set of 99 concepts, which described the scene (indoor, outdoor, land-
scape, ...), depicted objects (car, animal, person, ...), the representation of
image content (portrait, graffiti, art, ...), events (travel, work, ...), quality is-
sues (overexposed, blurry, ...), and sentiment concepts (happy, scary, melan-
cholic, ...). A set of 8,000 labeled training images was available as well as
a simple ontology providing relationships between the concepts. The full
setup of the contest is described in the Task overview paper [128].

Unfortunately, the quality of the training data was not very high. This
was caused by the fact that part of the training data was obtained in a
crowdsourcing way, using workers from the Amazon Mechanical Turk por-
tal. Even though the organizers of the contest did their best to ensure that
only sane results would be accepted, the gathered data still contained a
significant amount of errors. Naturally, this limited the performance of all
solutions including ours, as we also used the training data to tune the pa-
rameters of our system.

7.3.2 Our Solution

Our solution was based on an early version of the MUFIN Annotation Tool,
which was described at the beginning of Section 7.2.2. The annotation key-
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words were selected by a simple frequency analysis of the terms in descrip-
tions of similar images.

The fundamental difference in the basic paradigms of MUFIN Annota-
tion Tool and the Annotation Task is that our system provides annotations
while the task asks for classification. Our system provides free-text annota-
tion of images, using any keywords that seem relevant using the content-
based searching. To be able to use our tool for the task, we needed to trans-
form the provided keywords into the restricted set of concepts defined for
the task. Moreover, even though the MUFIN tool is quite good at describing
the image content it does not give much information about emotions and
technical-related concepts. Therefore, we had to extend our system with
new components that provide specialized processing of these concepts. The
overall architecture of the processing engaged in the Annotation Task is de-
picted in Figure 7.5. In the following sections, we will describe the individ-
ual components in more detail.

Annotation To Concept Transformation

For most concepts from the given vocabulary, we decided about their rele-
vance by obtaining a free keyword annotation from the MUFIN Annotation
Tool and matching it to the concepts. We also utilized the provided concept
ontology to eliminate inconsistencies in the classification results. This pro-
cess is depicted in the left part of Figure 7.5.

The first version of the MUFIN Annotation Tool, which was used in
the contest, employed a standard combination of five MPEG-7 global de-
scriptors used by the MUFIN Image Search engine [16] to evaluate visual
similarity of images. Since some textual information in form of keywords
and EXIF metadata was also available for some of the test images, we uti-
lized a combination of visual and text search where applicable. The Profiset
collection, which was introduced in Section 6.3.1, was used as the knowl-
edge base. At that time, only the original uncleaned data were available.
Having obtained a set of images similar to the query object, the MUFIN
Annotation Tool analyzed their text metadata and produced the most fre-
quent keywords as the annotation.

To transform the free-text annotation into the ImageCLEF concepts, it
was necessary to find the semantic relations between the individual key-
words and the ImageCLEF concepts. For this purpose, we used the Word-
Net lexical database, which provides structured semantic information for
English nouns, verbs, adjectives, and adverbs. The individual words are
grouped into sets of cognitive synonyms (called synsets), which are inter-
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Figure 7.5: Concept retrieval schema.

linked by different semantic relations, such as hypernym/hyponym, syn-
onym, meronym, etc. To be able to use the WordNet hierarchy to find rela-
tionships between the annotation keywords and the ImageCLEF concepts,
we first needed to link both the concepts and the annotation keywords to
the relevant synsets. In case of concepts, we employed a precise manual
matching, whereas automatic assignment of synsets was used for the key-
words. Training data provided by contest organizers was then utilized for
analysis of different types of WordNet relationships and identification of
those that were most successful in linking the keywords and concepts.

Using the selected synsets and relationships, we counted a relevance
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score of each ImageCLEF concept during the processing of each image. The
score was increased each time a keyword-synset was found to be related to
a concept-synset. The increase was proportional to the confidence score of
the keyword as produced by the MUFIN Annotation Tool. Finally, the con-
cepts were checked against the OWL ontology provided within the Anno-
tation Task. The concepts were visited in a decreasing order of their scores
and whenever a conflict between two concepts is detected, the concept with
the lower score was discarded.

Additional Image Processing

The mining in keywords of similar images allows us to retrieve such in-
formation as is usually contained in the image descriptions. This is most
often related to image content, so the concepts related to nature, buildings,
vehicles, etc. can be identified quite well. However, the Annotation Task
considered also concepts that are less often described in the text, such as the
number of people in the image, some background objects (sky, clouds), or
image quality (underexposed, blurred). To get some more information about
these, we employed the following three specialized extraction techniques:
(1) a standard face recognition algorithm was applied to determine the pres-
ence of persons in the image; (2) selected EXIF tags were checked to decide
about the daytime or season; and (3) MUFIN visual search over the training
dataset allowed us to explore the correctly labeled data for similar visual
patterns.

Definitely the most difficult concepts to assign were the ones related
to user’s emotions and also the abstract concepts such as technical, over-
all quality, etc. By an analysis of the training dataset, we found out that
even the people who annotated the trainset had problems deciding what
these concepts precisely mean. Therefore, it was very difficult to determine
their relevance using the image visual content. The text provided with the
images was also not helpful in most cases. We finally decided to rely on
the correlations between image content and the emotions it most probably
evokes. For example, images of babies or nature are usually deemed cute.
A set of such correlation rules was derived from the trainset and used to
choose the emotional and abstract concepts.

7.3.3 Discussion of Results

As detailed in [128], three quality metrics were evaluated to compare the
submitted results: Mean interpolated Average Precision (MAP), F-measure
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Figure 7.6: MUFIN relative MAP performance per concept.

(F-ex), and Semantic R-Precision (SR-Precision). The best of our four sub-
missions achieved 0.299 MAP, 0.462 F-ex, and 0.628 SR-precision. After the
task evaluation and the release of the algorithm for computing the MAP
metric, we also re-evaluated our system with better settings of the MUFIN
Annotation Tool that we have improved since the ImageCLEF task submis-
sion. Using these, we were able to gain one or two percent increase of the
MAP score. With respect to the MAP measure, our solution ranked at posi-
tion 13 among the 18 participating groups.

Apart from the overall results, it is also interesting to take a closer look at
the performance of the various solutions for individual concepts. In partic-
ular, we are interested in the categories and particular examples of concepts
where MUFIN annotation performed either well or poorly in comparison
with other approaches (the absolute precision values are not so important
because of varying difficulty levels of different concepts). Table 7.3 and
Figure 7.6 present the results of our most successful run expressed as a per-
centage of the best MAP achieved for the given concept.

Table 7.3 shows the average precision of results in groups of semanti-
cally close categories as specified by the ontology provided for ImageCLEF.
We can observe that the MUFIN approach is most successful in categories
that are (1) related to visual image content rather than higher semantics,
and (2) probable to be reflected in image tags. These are, in particular, the
categories describing the depicted elements, landscape, seasons, etc. Cate-
gories related to impressions or events represent the other end of the spec-
trum; they are difficult to decide using only the visual information and (es-
pecially the impressions) are rarely described via tags.
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Content element

Landscape elements 58.2 %

62.4 %Pictured objects 63.0 %

Urban elements 73.3 %

Impression
Expressed impression 49.5 %

52.6 %
Felt impression 58.6 %

Quality
Aesthetics 60.0 %

56.3 %
Blurring 54.6 %

Representation

Art 58.6 %

56.4 %

Impression 55.1 %

Macro 54.4 %

Portrait 62.1 %

Still life 42.0 %

Scene description

Abstract categories 64.0 %

60.8 %

Activity 49.4 %

Events 24.7 %

Place 72.5 %

Seasons 69.4 %

Time of day 67.9 %

Table 7.3: MUFIN average relative MAP performance per category.

However, the average MAP values do not differ that much between cat-
egories. The reason for this is revealed if we take a closer look at the results
for individual concepts, as depicted in Figure 7.6. Here we can notice low
peaks in otherwise well performing categories and vice versa. For instance,
the clouds concept in the landscapes category performs rather poorly. This is
caused by the fact that clouds appear in many images but only as a part of
a background, which is not important enough to appear in the annotation.
On the contrary, airplanes are more interesting and thus mostly mentioned
in the annotations. We encounter here the difference between the annota-
tion and classification tasks – in annotation we are usually interested in the
most important tags while in classification all relevant tags are wanted.

Overall, the results show that the annotation-based approach to a classi-
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fication task is possible, though not as precise as the machine learning tech-
niques. Still, our results are comparable to those of the average classifiers
employed in the contest. The main advantage of our solution lies in the fact
that it requires minimum training (and is therefore less dependent on the
availability of high-quality training data) and is scalable to any number of
concepts. For further improvements, we believe it would be useful to iden-
tify the concepts that are difficult to determine in the data-driven way and
build dedicated classifiers for these. The combination of the data-driven
and model-driven solutions could bring significant improvements.

7.4 Summary

Automatic image annotation is a highly desirable application of content-
based image retrieval which has a direct use in many situations, such as
web gallery image tagging, keyword image search, etc. In this section,
we have presented the MUFIN Annotation Tool – a software designed to
provide keyword annotation for arbitrary web images exploiting the data-
driven paradigm. We have demonstrated that the search-based annotation
is capable of providing promising results both in the context of image clas-
sification and free text annotation, and we have developed some novel tech-
niques that are capable of improving the annotation performance. The first
results of our work in this area were reported in [31, 32]. At the moment,
the annotation functionality can be easily accessed by web users via a web
browser plugin. In the future, we would like to integrate the MUFIN Anno-
tation Tool into the Profimedia image stock management interface to further
increase its utilization.

7.4.1 Future Research Directions

The research directions that are open in the field of data-driven image an-
notation are manifold. For the near future, we would like to focus on the
following topics:

• Search for other knowledge sources: The data-driven approach is simi-
lar to the crowdsourcing philosophy – the more similar images are
found and explored, the higher is the chance of retrieving a correct
and rich annotation. The Profiset collection has proved to be a useful
source of information, but there are still not enough similar images for
many concepts. Therefore, we need to look for other image sets. The
collection of 80 million tiny images presented in [150] is one of the
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candidates. When more useful knowledge bases become available,
we shall also resume the work on combining multiple information
sources discussed at the beginning of Section 7.2.2.

• Improvement of image retrieval by dedicated classifiers: As we have
mentioned, specialized image classifiers can be trained to identify a
limited set of concepts quite precisely. Face recognition applied by
many web galleries is the most common application of this princi-
ple. The integration of classifiers for selected frequent concepts will
increase the precision of the annotation.

• More advanced utilization of ontologies for identification of relevant
and irrelevant concepts: As we could see, the current implementation
does not exploit the available WordNet hierarchy in all processing
steps – in particular the final annotation cleaning could be improved.
We are also interested in finding and utilizing other ontologies and
semantic knowledge sources.

• Hierarchic annotation: In a longer perspective, we believe that an it-
erative approach to annotation retrieval will allow a significant im-
provement of annotation results. When a suitable hierarchy of visual
concepts is established, the annotation process should first determine
the relevant basic-level concepts and then refine the detailed descrip-
tions of the concept [152]. We intend to study this annotation model
with the use of the LSCOM ontology top concepts, which seem to be
relatively well suited for the image annotation even though they were
originally proposed for video news.

• Evaluation: The experiments presented in this chapter only compare
various implementations of the MUFIN Annotation Tool. Naturally,
we are also interested in an evaluation of performance in the context
of other general-purpose annotation systems, such as ALIPR. To ob-
tain a larger and more representative set of evaluations, we would
also like to add some user-feedback functionality to the annotation
plugin.
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Chapter 8

Conclusions and Challenges

Efficient and effective retrieval of multimedia and other complex data is in-
disputably becoming a necessity in the modern information society. By its
nature, such data requires different management techniques than those of-
fered by traditional database or text-retrieval engines. The search paradigms
are shifting from exact match to similarity-based, from precise retrieval to
approximate searching, and from fixed quality measures to user-perceived
relevance and flexible searching. At the same time, the scalability issues
acquire new dimensions. The retrieval task has become very complex and
challenging, and additional questions continue to appear with new data
types and applications. On the other hand, the enormous amounts of digi-
tal information that are available nowadays enable us to perform informa-
tion mining in an unprecedented extent. As debated in [115], the desired
semantic information retrieval is yet far ahead of our current technology.
However, state-of-the-art research already offers many interesting retrieval
tools as well as theoretical pieces of knowledge that allow us to identify and
pursue promising research directions.

In this work, we have studied techniques and elaborated on challenges
of large-scale image retrieval, focusing in particular on web-like searching.
This task has its specific requirements, the most important of which are
flexibility, efficiency, and scalability. In the course of this work, we have
examined the possible means of achieving these qualities, developed meth-
ods of evaluating the retrieval performance, and explored possibilities of
applying the image search methods to related tasks.

The first part of the thesis has introduced the image retrieval field and
provided the necessary background for our research. At the beginning, we
have presented an overview of the principal open problems of image re-
trieval and identified our main objectives. In Chapters 3 and 4, we have pro-
ceeded by a survey of state-of-the-art image search techniques, which has
introduced the concept of mono-modal and multi-modal retrieval. In Chap-
ter 3, we have analyzed three fundamental approaches to mono-modal re-
trieval and demonstrated their strengths and weaknesses in the context of
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real-world image search applications. The survey has been extended in
Chapter 4, where we have first clarified how the combination of multiple
modalities can improve both efficiency and effectiveness of complex data
retrieval. Then, we have presented a novel comprehensive classification of
existing multi-modal retrieval techniques, in which we have studied sev-
eral aspects that are highly important for large-scale searching. We have
concluded the survey part of the thesis by an overview of selected open
problems in the field of big data management.

In the central part of this work (Chapter 5), we have presented our
contributions in the field of the multi-modal image retrieval. First, we
have focused on the development of the MUFIN search system, which has
been extended with new symmetric and asymmetric late fusion algorithms.
Even though we have only considered the text and visual modalities in
the presented solutions, the proposed methods are flexible and applica-
ble to many other features. We have subsequently utilized the extended
MUFIN implementation in a comprehensive evaluation of state-of-the-art
late fusion techniques for image search. We have compared the objective
and user-perceived performance of individual methods and analyzed the
dependencies between query object properties, target database character-
istics, and suitability of specific retrieval techniques. Our experience with
multi-modal searching has then been utilized in a proposal of an extension
to the SQL language. The SimSeQL language provides novel constructs for
similarity-based searching and allows users to issue multi-modal queries.

The final two chapters have been devoted to the general issues of large-
scale retrieval evaluation and two practical applications of image retrieval
methods. In Chapter 6, we have described the development of a new eval-
uation platform which allows researchers to perform a fair comparison of
image retrieval techniques in a real-world environment. Chapter 7 has been
dedicated to the applications, focusing in particular on image annotation
and classification tasks. We have discussed the applicability of general-
purpose retrieval for these tasks and presented a general model of search-
based annotation. Then, we have described the architecture of the MUFIN
Annotation Tool and demonstrated its usefulness in two real-world tasks.

The results of the research activities discussed in this thesis have been
presented in one international journal publication, 7 full papers at interna-
tional conferences and workshops, and 2 demonstration papers (a more de-
tailed overview of our publications can be found in Appendix A). Another
journal paper is currently being prepared for publication. Furthermore, we
have created one software product (the MUFIN Annotation Tool) and ex-
tended the MESSIF library of functions for similarity-based retrieval.
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Future Work

In several parts of this thesis, we have mentioned possible topics and di-
rections of future research. Considering the extent of the retrieval task and
the variability of its possible applications, it is obvious that the number of
open problems is very large. In this section, we outline three areas in which
we would like to continue our research, and identify the most immediate
challenges within each of these.

In the first place, we would like to further develop our analysis of de-
pendencies between various query and dataset characteristics and the suit-
ability of available methods. We intend to focus on the categories of queries
identified in our previous experiments, study their behavior in more detail,
and identify relevant indicators that determine the suitability of specific
search methods. To achieve this, it will be necessary to analyze more closely
different types of information available during query processing, model
their relationships, and evaluate additional experiments that will provide
data for a thorough statistical analysis. Eventually, this research should re-
sult in a proposal of a heuristic strategy that would be able to recommend
a suitable evaluation method for a particular query. Such heuristics would
be a very useful part of any query optimization technique.

Our second suggestion concerns the similarity search language Sim-
SeQL. Having laid its formal foundations, we plan to proceed with the
research of query optimization strategies that would utilize the reformu-
lation capabilities of the language. We would also like to create an intuitive
(graphical) query formulation tool and, possibly, a conversion mechanism
into the MPEG7 Query Format for inter-system communication.

Finally, a great many possibilities and challenges are connected to the
image annotation and classification tasks. Having established the basic an-
notation functionality within the MUFIN system, we would like to further
extend it and develop working tools for real-world (commercial) applica-
tions. Apart from the research and development of search-based annotation
as discussed in Section 7.4.1, we would also like to build a general annota-
tion/classification framework within MUFIN that would allow integration
of the search-based approach with other information-mining techniques. In
particular, we believe that significant improvements can be achieved by a
combination of the search-based annotation, machine learning, and inter-
active data-mining with user-provided relevance feedback.
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[107] J. Magalhães and S. M. Rüger. Using manual and automated anno-
tations to search images by semantic similarity. Multimedia Tools and
Applications, 56(1):109–129, 2012.

[108] A. Makadia, V. Pavlovic, and S. Kumar. A new baseline for image
annotation. In 10th European Conference on Computer Vision, volume
5304 of LNCS, pages 316–329. Springer, 2008.

[109] C. D. Manning, P. Raghavan, and H. Schütze. Introduction to informa-
tion retrieval. Cambridge University Press, 2008.

[110] S. Marchand-Maillet and M. Worring. Benchmarking image and
video retrieval: an overview. In Multimedia Information Retrieval,
pages 297–300, 2006.

[111] M. McCandless, E. Hatcher, and O. Gospodnetić. Lucene in Action:
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