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Abstract. Large-scale data management and retrieval in complex do-
mains such as images, videos, or biometrical data remains one of the most
important and challenging information processing tasks. Even after two
decades of intensive research, many questions still remain to be answered
before working tools become available for everyday use. In this work,
we focus on the practical applicability of different multi-modal retrieval
techniques. Multi-modal searching, which combines several complemen-
tary views on complex data objects, follows the human thinking process
and represents a very promising retrieval paradigm. However, a rapid
development of modality fusion techniques in several diverse directions
and a lack of comparisons between individual approaches have resulted
in a confusing situation when the applicability of individual solutions is
unclear. Aiming at improving the research community’s comprehension
of this topic, we analyze and systematically categorize existing multi-
modal search techniques, identify their strengths, and describe selected
representatives. In the second part of the paper, we focus on the spe-
cific problem of large-scale multi-modal image retrieval on the web. We
analyze the requirements of such task, implement several applicable fu-
sion methods, and experimentally evaluate their performance in terms
of both efficiency and effectiveness. The extensive experiments provide
a unique comparison of diverse approaches to modality fusion in equal
settings on two large real-world datasets.

1 Introduction

Efficient management of multimedia data is quickly becoming a necessity in the
current era of digital cameras, smart phones, and many other devices that allow
people to produce and store enormous amounts of complex digital data. On one
hand, the volumes of data currently available and the speed of its growth offer
unprecedented resources for information mining and AI tasks. On the other hand,
they also call for novel approaches to data organization that would be capable
of dealing with large amounts of complex, heterogeneous content.

Although a number of multimedia search systems, both academic and com-
mercial, have been created in recent years, the problem of effective and efficient
retrieval still remains unsolved for many applications. Apart from the overall
difficulty of the task, the multimedia retrieval field has also long suffered from
a lack of suitable evaluation platforms and experimental data which made it



difficult for researchers to analyze the strengths and weaknesses of individual so-
lutions, especially in the context of large-scale retrieval. Recently, several large
multimedia datasets have been made available for research purposes; however,
the organization and evaluation of realistic benchmarking tasks still remains a
demanding process and the existing comparisons only cover a limited scope of
problems and techniques.

This work presents a comparative analysis of a set of state-of-the-art data
management techniques that employ the multi-modal retrieval paradigm. Specif-
ically, we focus on approaches that can be used in interactive large-scale multi-
media searching. The selected class of methods is first studied on a theoretical
level and then examined experimentally. The experimental evaluation is targeted
on image data processing, but the principles described in the theoretical sections
also apply to many other domains.

1.1 Evolution of Image Retrieval

Historically, the evolution of complex data retrieval can be traced from early
attribute- and text-based solutions [6] to more recent content-based search strate-
gies [26, 51] and finally the latest trends that combine multiple complementary
techniques to obtain even better retrieval results [5]. The earlier approaches ex-
hibit some very strong features but also significant drawbacks that prevented
them from becoming a universal solution for complex data management. In
particular, attribute-based and text-based searching can profit from mature
database and text-retrieval technologies, but their usability is limited by the
availability of descriptive metadata associated with the complex data objects.
Content-based searching, on the other hand, exploits salient features that can
be automatically extracted from data objects (e.g. a color histogram descriptor
in case of image data). These are subjected to a suitable function that evalu-
ates the similarity between pairs of objects, and the objects most similar to a
given reference object are returned as the query result. A major advantage of
this approach is the fact that no manually created metadata are necessary for
supporting the data management; however, the content-based processing is often
costly and approximate search strategies need to be applied to achieve online re-
sponse times. Moreover, content-based searching often suffers from the semantic
gap problem, i.e. the lack of correspondence between the information contained
in the automatically extracted features and the human-perceived semantics of
objects [83].

The most recent paradigm, termed multi-modal (image) retrieval, tries to
overcome the limitations of the previous solutions by combining multiple com-
plementary views on object relevance. This approach is very natural, as it follows
the principles of human cognition processes [98]. Multi-modal retrieval tech-
niques attempt to exploit as many information sources as possible, combining
various content descriptors (e.g. color or shape descriptors in case of images) with
context information available in different automatically captured metadata (e.g.
EXIF, GPS location), text annotations, discussions on social networks, etc. [3,
22, 31, 41]. The multi-modal approach promises to improve the performance of



retrieval systems on two levels: first, the limitations of any given modality should
be reduced in the confrontation with other viewpoints on a candidate object’s
relevance; second, a well-designed multi-modal system should allow a complex
evaluation of objects’ relevance with acceptable costs, exploiting parallel pro-
cessing of individual modalities and advanced filtering for fast and precise iden-
tification of candidate objects. To meet these expectations with a working search
system, two principal questions need to be answered: 1) which data sources to
select for a given application and how to extract maximum relevant information
from them, and 2) how to combine these pieces of information effectively and
efficiently.

Both these issues have been studied intensively in recent years and many so-
lutions have been proposed for different use scenarios. However, a lot of work still
remains to be done before the principles of multi-modal retrieval are sufficiently
understood. One of the open problems concerns the practical applicability of dif-
ferent techniques that have been proposed for combining multiple modalities in
the retrieval process. Although several studies that compare multiple techniques
in equal settings have been published [11, 2, 30, 47, 63], none of them provides a
systematic comparison of different multi-modal retrieval methods in the context
of large-scale retrieval. Yet, the scalability aspect is extremely important in the
Big Data era.

1.2 Our Contributions

Reflecting on this situation, the objective of this paper is to provide a systematic
overview of existing multi-modal retrieval methods and analyze their properties
with a special attention to their applicability for interactive large-scale searching.
In the second part of the paper, we implement and experimentally evaluate
selected fusion techniques over two large image datasets. The main contributions
of the paper are the following:

– Formal model of multi-modal retrieval: We formally define the concept of
modality and present a theoretical model of both mono-modal and multi-
modal similarity-based retrieval, thus providing a solid foundation for our
discussion of individual retrieval techniques.

– Extended categorization of approaches to multi-modal retrieval: Existing stud-
ies of multi-modal data management have established two basic categories
of modality fusion techniques – the early fusion and the late fusion. Having
analyzed a number of recent research works, we identify several additional
aspects that are relevant for the practical applicability of multi-modal re-
trieval.

– Analysis of modality fusion options for large-scale image retrieval: Focusing
on the specific task of large-scale image retrieval, we analyze its requirements
and identify eligible fusion techniques.

– Experimental evaluation of diverse approaches to large-scale image search:
Using a general framework for similarity-based data management and two
large sets of real-world image data, we implement the selected techniques



and perform extensive experiments that allow us to compare these methods
in terms of retrieval precision as well as processing costs. Using the experi-
mental data, we derive some interesting insights that can be used for future
optimization of multi-modal search systems.

The rest of this paper is organized as follows. Section 2 provides a formal
background for the discussion of multi-modal retrieval techniques, which is fol-
lowed by a survey and categorization of existing techniques in Section 3. In
Section 4, we focus on the specific task of web-like image retrieval, discuss its
requirements, and identify applicable techniques. Section 5 introduces our ex-
perimental framework and describes the implementation of selected methods.
Section 6 details the evaluation procedure and experimental settings, the evalu-
ation results are then reported in Section 7. Finally, Section 8 summarizes our
findings.

2 Formal Model

Before we start analyzing possible approaches to modality fusion, let us formalize
the basic concepts and processes that take part in the multi-modal retrieval.
In this section, we first briefly review the basics of similarity-based searching
model, which is a suitable abstraction of the retrieval process that covers all
search systems in practical use. Next, we define a mono-modal retrieval model
and then extend it to embrace multiple modalities.

2.1 Similarity Search

Similarity-based data management is a generic approach that allows to orga-
nize and search any data for which a measure of similarity between individual
objects can be defined [98, 99]. The similarity of objects is typically expressed
by the inverse concept of a distance (dissimilarity) measured by a suitable dis-
tance function. The distance function can be applied to any pair of objects from
a given domain and produces a positive number or zero; the zero value is re-
turned for identical objects, higher values correspond to a growing dissimilarity
between objects. Noticeably, this definition can also accommodate the exact-
match paradigm (used in traditional databases) by assigning a fixed non-zero
distance to all non-matching object pairs (so-called trivial distance function).

Let X be a collection of objects to be organized and DX be the domain
of objects from X . The similarity-based data retrieval exploits the “query-by-
example” principle, where the query is defined by one or several reference objects
q1, . . . , qn ∈ DX and a similarity condition that needs to be satisfied by qualifying
objects from X . In this text, we limit our attention to the most typical query
type – the k nearest neighbor (kNN) query, which retrieves the k objects that
are most similar to a single reference point q. Nearest neighbor queries appear
in many information retrieval tasks; apart from text search, kNN queries can
be used to recognize a song from a fragment recording [35], track objects in
videos [56], automatically cluster and annotate images [100], etc. Developing
efficient and effective algorithms for kNN queries is thus a very important issue.



2.2 Single Modality Data Management

Let us now examine more closely the dataset X , which contains objects of some
generic data type DX (e.g. a vector, binary image, music recording, etc.). In
many cases, objects from DX are very complex and not sufficiently structured
to allow meaningful similarity evaluations. Images in particular can be seen as
structured for storage and display, but are totally unstructured according to
semantic content. Therefore, some suitable aspect of DX needs to be identified
and used to represent each object for the purpose of data organization. We
call each such aspect a modality, thus naturally extending the meaning of this
term that originally referred to a physical representation of some information
(e.g. text, video and sound capturing the same event). In the context of image
retrieval, a typical example of a modality is a color histogram [62].

A modality M can be formally represented by an ordered pair (pM, dM) of
a projection function pM : DX → DM, where DM is a domain of modality M,
and a distance function dM : DM × DM → R+

0 . The projection function can
be applied on any object o ∈ X to extract a feature descriptor o.fM ∈ DM,
while the function dM evaluates the distance between any two descriptors, i.e.
the dissimilarity of the respective objects as seen in the view of modality M.

Let SEM be a mono-modal search engine that uses a single modality M for
data organization. Typically, SEM stores each object o ∈ X as a pair (o.fM, o)
and uses o.fM = pM(o) to search for the data object o. The search engine
SEM may employ one or several index structures I1

M, . . . , In
M that organize the

descriptors of objects in X [12, 79, 99]. A similarity query over SEM is defined
by a query object qM, which needs to be from the domain DM (clearly, such
query can be easily extracted from a more user-friendly query object qX ∈ DX ,
as depicted in Figure 1). The kNN query is then defined as follows:

kNNM(qM,X ) = {R ⊆ X , |R| = k ∧ ∀x ∈ R, y ∈ X \ R :
dM(qM, pM(x)) ≤ dM(qM, pM(y))}

2.3 Multi-Modal Data Management

Although different sophisticated modalities have been proposed for images and
other types of complex data, experience shows that each modality has some lim-
itations that prevent it from fully answering to users’ needs [5]. Some modalities
do not sufficiently capture the user-perceived similarity of the original objects
(e.g. the color histogram), other are highly computationally demanding (e.g. var-
ious local visual features) or not available in all situations (e.g. descriptive text).
To overcome this problem, multi-modal data management systems employ a set
of modalities M1, . . . ,Mn that are relevant for the given data domain DX and
the target applications. The modalities can be combined in many different ways
to provide more complex representations of objects from X and to evaluate their
similarity on a higher semantic level.

To describe the functionality of a multi-modal system, we need to introduce
additional notation. Let p ̂Mi1 ,...,Mim

be a multi-modal projection function that
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transforms an object o ∈ X into a multi-modal descriptor o.f ̂Mi1 ,...,Mim
; triv-

ially, o.fM̂1,M2
can be obtained by concatenation of o.fM1 and o.fM2 , but more

sophisticated techniques are also available. Similarly, let d ̂Mi1 ,...,Mim
be a multi-

modal distance function that evaluates the dissimilarity of objects with respect
to multiple viewpoints; again, d ̂Mi1 ,...,Mim

can be defined in many ways, which
will be discussed later.

Now, we are able to define a multi-modal search engine SEM1,...,Mn
that

recognizes a set of modalities M1, . . . ,Mn. SEM1,...,Mn is characterized by
a set of projection functions π and a set of distance functions δ that can be
used to organize objects from X . Set π contains all supported projection func-
tions over {M1, . . . ,Mn}; similarly, δ contains all supported distance func-
tions. SEM1,...,Mn

may further exploit a set of multi-modal index structures
ι ̂Mi1 ,...,Mim

, which can be used to retrieve candidate objects relevant with re-
spect to the particular modalities engaged.

A query Q = (q, dQ) over SEM1,...,Mn
is defined by a query object q and

a distance function dQ. The query object q can be specified as qX ∈ DX , by a
single modality descriptor qMi

∈ DMi
, or as a combination of several modality

descriptors (qMi1 , . . . , qMim
). The query distance dQ needs to be taken from the

set δ of supported distance functions.

3 Categorization of Approaches

Having defined the multi-modal search paradigm, we can now proceed with a
more detailed study of different projection and distance functions and the specific
techniques of modality fusion. At the same time, we introduce a new categoriza-
tion of existing multi-modal search methods in this section. Some of the obser-
vations presented here have been inspired by discussions of fusion techniques in
multimedia processing survey studies [5, 14, 28, 47] and also by several research
works that deal with information fusion in different domains [13, 75, 76]. How-
ever, to the best of our knowledge no other taxonomy of fusion methods exists
that would take into account all the factors discussed here.

Our categorization is defined by several dimensions of the fusion that we be-
lieve to be significant for large-scale retrieval. These dimensions are not orthog-
onal but rather interconnected, so that a single design decision often influences
several of the properties we study. However, we prefer to analyze the individual
aspects separately to see more clearly how the different types of solutions work
and what are their strengths and weaknesses. The dependencies between individ-
ual dimensions will naturally be mentioned in the discussions and summarized
at the end of this section.

3.1 Integration of Modalities

The fundamental idea of multi-modal search paradigm is to exploit several com-
plementary modalities M1, . . . ,Mn to describe complex data objects and eval-



uate their similarity. During data processing and query evaluation, these modal-
ities need to be combined together to produce the overall similarity measure dQ

requested for a particular query Q. The fusion process may take into account
the individual data descriptors fM1 , . . . , fMn

, the respective distance functions
dM1 , . . . , dMn

, or both. In this section, we focus on the semantics of different
approaches to modality integration.

Among the existing solutions, we can distinguish two classes of methods that
differ significantly with regard to the relative importance assigned to individual
modalities during the retrieval process. In the symmetric fusion paradigm, all
modalities are considered to be equally important for the data management
and are utilized in all phases of query processing. In asymmetric fusion, some
of the modalities are treated as more influential and are used to organize and
pre-select data, while the remaining modalities are only used for query result
refinement. The choice between these two options, and the subsequent selection
of integration parameters, depends on various properties of the input modalities,
the target application characteristics, and efficiency requirements.

Symmetric Fusion In solutions that follow the symmetric fusion paradigm,
all modalities are considered independent and can be processed in parallel until
the moment of fusion, when all of them are merged together. Even though the
contribution of each modality can be increased or decreased by a particular
setting of the fusion mechanism, it is important that all modalities are used for
indexing and searching of the whole dataset X . The following sections present
possible implementations of this fusion type.

Feature fusion Feature (or descriptor) fusion is an integral part of early fusion
strategies, which combine modalities M1, . . . ,Mn prior to data indexing. The
joining of modalities is applied on the level of descriptors, where individual
mono-modal descriptors o.fM1 , . . . , o.fMn

of a given data object are merged
into a single complex descriptor o.f ̂M1,...,Mn

. This descriptor is provided by a
suitable multi-modal projection function pFF

̂M1,...,Mn

: DX → D ̂M1,...,Mn
, and

the similarity of two objects is evaluated by a multi-modal distance function
dFF

̂M1,...,Mn

: D ̂M1,...,Mn
×D ̂M1,...,Mn

→ R+
0 .

For a simple feature fusion, individual mono-modal descriptors can be straight-
forwardly concatenated to form the multi-modal descriptor. In the first multi-
modal solutions for ImageCLEF retrieval tasks [28] or video retrieval [84], the
concatenated descriptors were perceived simply as points of a multi-dimensional
vector space and standard Lp metrics were applied to measure their distance.
However, this approach may degrade the performance of multimedia content
analysis algorithms, especially when the features are independent or heteroge-
nous [84]. Therefore, most systems that employ feature concatenation combine
it with the distance aggregation approach that will be discussed in the following
section.

If training data is available for a given retrieval task, it is possible to engage
more advanced feature fusion strategies. These define pFF by mining semantic



relationships between modalities and identification of data characteristics that
are most important with respect to a given data set and/or retrieval task [31,
32, 36, 57, 72, 71, 82, 90, 92]. As detailed in [5], the most common sematic fusion
methods include SVMs, Bayesian models, neural networks. The resulting feature
space typically has a lower number of dimensions than the input ones, therefore
the feature fusion also serves as a dimensionality reduction technique. A suitable
distance function can also be determined by the semantic analysis [94].

Distance aggregation Alternatively, it is possible to perform symmetric fusion by
combining partial distances of object o ∈ X measured by dM1 , . . . , dMn , using
a suitable aggregation function dAGG

̂M1,...,Mn

: (R+
0 )n → R+

0 . The aggregated dis-
tance can be combined with previously described feature concatenation in early
fusion systems, however its main use is in late fusion architectures where each
modality is indexed separately. As will be discussed later, some properties of the
aggregation function (e.g. monotonicity) may be crucial for the selection of the
late fusion method. In the late fusion phase, it is also possible to combine ob-
ject ranks from previous retrieval phases instead of the actual distances. Recent
study [70] suggests to use both the ranks and distances during the fusion.

Similar to feature fusion, there exist several categories of distance aggregation
methods. The first category is composed of so-called blind fusion functions [67],
where fixed rules are applied regardless of individual distance function value
distributions. Examples of such aggregations include non-weighted min, max,
sum, product, or geometric mean [28, 67]. The second class contains weighted
linear and non-linear aggregation functions, the most popular of which is defi-
nitely the weighted sum of dM1(pM1(o), pM1(q)), . . . , dMn

(pMn
(o), pMn

(q)) [8,
55, 93]. Other possible options include weighted product, sum of logarithms, sum
of squares, sum of k lowest distances, etc. [5, 24, 54, 102]. Aggregation parame-
ters such as the weights of individual modalities can be determined by domain
experts or dataset analysis and machine learning [8, 93]. Alternatively, users can
personalize the search by setting the respective weights manually, if the system
architecture supports flexible aggregations (see Section 3.3). In [49, 102], the au-
thors attempt to determine optimal fusion coefficients dynamically for individual
queries without user interaction. Also, it is often necessary to normalize the in-
dividual distances before the aggregation, which is studied in [7]. Finally, the
most complex aggregation functions engage probabilistic or regression models of
distance distributions [5].

Asymmetric Fusion Asymmetric fusion strategies constitute a complement to
the symmetric solutions. Here, the modalities M1, . . . ,Mn are not considered
equal but instead, one or several of the modalities are chosen as dominating
or primary. Let us suppose that the modalities are ordered in such a way that
MP

1 , . . . ,MP
m are the primary ones. These modalities are used in data index-

ing phase to organize dataset X , and in a search session to pre-select a set of
candidate objects CSMP

1 ,...,MP
m

. This candidate set is then subjected to further
evaluation, where secondary modalities MS

m+1, . . . ,MS
n as well as the primary



ones may be exploited. Noticeably, such solution typically results in an approx-
imate retrieval, where the query result R is evaluated as follows:

R = kNNM1,...,Mn
(Q,CSMP

1 ,...,MP
m

), where
CSMP

1 ,...,MP
m

= κNNMP
1 ,...,MP

m
(Q′,X )

Here, the κ denotes the size of the candidate set CSMP
1 ,...,MP

m
and Q′ the query

object transformed into the domains of values of the primary modalities. For
obvious reasons, this approach is also denoted as incremental data filtering. Pa-
rameter κ significantly influences both the evaluation costs and the precision of
results, therefore its value needs to be chosen carefully [4].

The motivation for applying the asymmetric fusion may be threefold: 1)
the primary modalities are more important for the user – this is typical e.g.
for location-aware applications; 2) the asymmetric solution is chosen because of
efficiency issues – e.g. text search is a very efficient method that is often used to
pre-select the candidate set for further processing; or 3) some of the modalities
may not be available at the beginning of the query evaluation but emerge later
by means of (pseudo)-relevance feedback. In the first two situations, the primary
and secondary modalities can be fused in any of the ways mentioned above. A
typical asymmetric fusion system is composed of a text-based primary search
(possibly over several text features joined by feature fusion) and a re-ranking
phase, during which distance aggregation over several modalities is applied [11,
28]. In addition to this, most of the recent asymmetric fusion solutions exploit
the pseudo-relevance feedback principle, which allows to introduce context-aware
modalities in the second retrieval phase. These are defined by projection and
distance functions that take into account the properties of the actual candidate
set CSMP

1 ,...,MP
m

and the relationships between objects in this set. The idea of
context-aware modalities is based on the assumption that objects relevant to
a given query should be similar to each other, while the less relevant ones are
likely to be outliers in a similarity graph of objects from CSMP

1 ,...,MP
m

. This
assumption is exploited by many clustering-based distance measures [39, 40, 61,
68, 103], distances based on random walks in the similarity graph [44, 45, 52,
64, 74, 89, 101], and several other contextual distance measures [43, 70]. More
detailed discussion of re-ranking techniques can be found in surveys [2, 60].

3.2 Fusion Scenarios

By the term modality fusion scenario, we denote the sequence of actions that
are undertaken by the system during data organization and query processing in
order to combine the modalities. The fusion scenario is a principal character-
istics of multi-modal systems that strongly influences the overall efficiency and
effectiveness. Traditionally, multi-modal approaches are divided into two classes
denoted as early fusion and late fusion. In this section, we take a closer look on
individual solutions within each of these classes, and define a more fine-grained
categorization of late fusion methods.



Early Fusion: Data Preparation and Indexing Under the early fusion
paradigm, modalities M1, . . . ,Mn are combined prior to data indexing. After
initial data analysis, the search system employs a single fused projection function
p ̂M1,...,Mn

and a distance measure d ̂M1,...,Mn
, which can be understood as a new

fused modality. Early fusion is also denoted as data fusion, feature fusion, or a
joint features model, because it happens on the feature level, before any decisions
concerning the similarity of objects are taken. The early fusion is in principle a
symmetric approach. Any of the fusion techniques surveyed in Section 3.1 can
be employed to provide p ̂M1,...,Mn

and d ̂M1,...,Mn
, the best results are naturally

achieved when semantic analysis of relationships between modalities is used [28,
31, 32, 36, 87].

A great strength of the early fusion paradigm is the fact that the fusion
process can exploit rich information about the whole dataset X (in contrast
to late fusion methods which typically work with pre-filtered data), and the
modality fusion is performed off-line. This allows to thoroughly analyze the data,
construct optimal fused projection and distance functions, and build an optimal
index structure for the new modality. On the other hand, a major disadvantage of
early fusion solutions is the limited flexibility of the resulting search system. The
combination of modalities is usually fixed in the index and cannot be adjusted
to accommodate particular user’s preferences. Even though some progress has
been made towards providing index structures that support multiple distance
functions [18, 23], the flexibility is still very limited. Moreover, sophisticated early
fusion methods that analyze semantic relationships between modalities require
high-quality training data, which is often difficult to obtain, and substantial
computational resources, which may become a limitation of scalability.

Late Fusion: Query Evaluation In a multi-modal search system that exploits
late fusion, modalities M1, . . . , Mn are not fused in advance, but only during
query evaluation. This approach can be perceived as an on-request fusion – a late
fusion system typically supports mono-modal retrieval over some of the available
modalities as well as different settings of multi-modal searching. The resulting
flexibility of searching is one of the most important benefits of late fusion.

In modern retrieval systems, the query evaluation is often a complex and
possibly iterative process. As depicted in Figure 2, there are several common
query processing phases that differ in the amount and type of information that is
exploited there. In the following sections, we briefly describe each of these phases
and discuss modality fusion techniques that can be implemented in individual
phases to refine the query Q = (q, dQ) and to identify relevant objects from X .

Query specification and preprocessing In the beginning of the retrieval process,
users need to express their information need as a query. This is composed of
a (multi-modal) query object q (i.e. an example image and a set of keywords)
and a distance function dQ to be used for selection of similar objects. Before the
query is submitted to the search system, different preprocessing techniques may
be applied to refine, disambiguate, or expand the query [6, 19].
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Fig. 2. Phases of query evaluation.

In the context of multi-modal query preprocessing, the synergy between
modalities can be exploited for both query disambiguation and expansion. Typ-
ically, the preprocessing introduces an auxiliary query, which may be evaluated
over the target dataset or some external knowledge base (e.g. WordNet [34] or
ImageNet [27] for image-and-text query preprocessing). The disambiguation pro-
cess is used to refine mono-modal descriptors provided by users and thus replace
the query object q by q′ [1, 58], whereas query expansion retrieves additional
modalities from external resources, producing a more complex query object q′

that requires a new distance function d′Q [22, 86].

Basic search A fundamental part of any query evaluation is the primary or basic
search (BS), during which a candidate result set CSBS is selected from the whole
dataset X . Depending on the strategy of the search engine, CSBS may be either
directly presented as the final result, or submitted to a postprocessing phase.
In the latter case, CSBS is usually several orders of magnitude larger than the
requested result set.

In late fusion systems, the dataset X is typically preprocessed (indexed)
using one or several separate modalities. Let independent indexes IMi1 , . . . , IMim

be available in SEM1,...,Mn
. During the basic search phase, some of these can

be utilized for standard mono-modal retrieval and produce intermediate results
on which the fusion will be applied in a latter processing phase. Alternatively,
modality fusion can be implemented during the basic search phase, both in a
symmetric and asymmetric manner.

The symmetric basic-search-phase fusion is best represented by the Threshold
Algorithm [33], which works as follows. For each modality M to be fused, there
needs to exist an index from which individual objects o ∈ X can be retrieved one
by one, ordered by their increasing distance dM(pM(q), pM(o)) from the query
object in the view of modality M. Apart from this sorted access to objects, there
also has to be a random access method that can access any object from X and
retrieve its aggregated distance from the query, taking all modalities in consid-
eration. The Threshold Algorithm then proceeds in iterations: in each iteration,
the next object is retrieved from each index and the aggregated multi-modal
query distance dAGG

Q is computed for each retrieved object. After each iteration,
the intermediate query result is updated to contain the best objects seen so far,
and a stopping condition is evaluated that decides whether better results can
be found among the yet unseen objects. The stopping conditions compares the



aggregated distance of the most dissimilar object in the intermediate result with
the threshold value (lower bound) on the distance of yet unseen objects, which is
computed by applying the aggregation function on the highest partial distances
seen so far in each of the mono-modal sorted lists. Provided that the aggre-
gated distance function dAGG

Q is monotonous, the algorithm guarantees that the
most relevant objects from X with respect to dAGG

Q are found. However, this
method can run into performance problems since the number of objects from X
that may need to be accessed is not known in advance. Therefore, approximate
implementations have also been studied [9, 33].

For asymmetric basic-search-phase fusion, it is necessary to utilize a special-
ized index structure constructed in such way that the data is organized by one
modality but can be searched by a combination of several. This can be achieved
by extending a standard mono-modal index with additional information about
secondary modalities and adjusting the retrieval algorithm so that it takes these
modalities into account when pruning the search space and identifying candi-
date objects. Solutions of this type have been studied mainly in the context of
geo-textual data processing. For instance, the IR-tree [25] extends the standard
R-tree spatial index to store both spatial and text information about points of
interest. Non-leaf nodes of the IR-tree contain summarized information about
text data in respective subtrees, which allows a search algorithm to prune the
search space efficiently with respect to both textual and spatial modalities. Any
monotone aggregation function can be then used to compute the query distance.
Several other geo-textual indexes are analyzed in [21], a more generic but ap-
proximate solution with metric-based index was proposed in [15].

Result postprocessing When the postprocessing phase is implemented, its task
is to re-evaluate the similarity between the query and the objects in CSBS ,
using more complex measures of similarity. No more objects are accessed in the
postprocessing phase than those in CSBS , therefore the postprocessing is often
denoted as result ranking or re-ranking.

According to [28], postprocessing-phase fusion is the most frequent type of
multi-modal image search, and the same trend can be observed in other multi-
media retrieval fields. The main advantages of this solution are its low processing
costs, the possibility to apply fusion on top of well-established mono-modal in-
dex structures, and no limitations on the form of the aggregated query distance.
Postprocessing fusion is also very often combined with pseudo-relevance feed-
back, which allows to exploit context-aware modalities.

When CSBS is provided by multiple indexes/modalities, the postprocess-
ing fusion is symmetric and approximates the Threshold Algorithm. Instead of
accessing all potentially relevant objects from X , only a fixed number of top-
ranking objects is retrieved from each index, merged, and re-ranked. Examples
of symmetric postprocessing fusion include text-and-visual fusion in [28], com-
bination of different visual modalities [20], or a fusion of multiple text-based
search results [54].

However, the more typical type of postprocessing fusion is asymmetric combi-
nation of modalities. One modality with low processing costs and good selectiv-



ity is chosen for indexing and basic search, while the remaining ones are utilized
during re-ranking. Most commonly, text is used as the primary modality [4, 28,
44, 64, 81, 89], but some solutions that utilize content-based retrieval as the pri-
mary modality also exist [17, 53, 65, 80]. A more detailed survey of re-ranking
mechanisms and comparison of selected techniques can be found in [11, 2, 60].

Relevance feedback Relevance feedback is a result refinement mechanism that
assumes interactive searching, where users repeatedly provide their opinion on
the relevance of candidate objects [77]. In pseudo-relevance feedback variant, user
opinion is replaced by assumption that candidate objects from the last iteration
are likely to be relevant and their properties can be used to predict the prop-
erties of the desired answer. With both interactive and automatic evaluation,
the feedback loop may be repeated several times. In each iteration, either the
query object or the query distance measure is updated. The refined query is then
reintroduced either to the basic search, or the result postprocessing phase.

In the context of modality fusion, relevance feedback may be utilized to obtain
values of some modalities that are not present in the query specification, to refine
the values of available modalities, or to adjust the query distance function to
better suit the user’s information need [53, 61, 85, 88, 95–97]. The most frequent
pseudo-relevance feedback methods are based on candidate set clustering and
random walks in a candidate objects’ similarity graph, as discussed in Section 3.1.

Comparison of Early and Late Fusion While state-of-the-art research lit-
erature provides many examples of both early and late fusion methods, there
are not many guidelines for deciding which approach is more suitable for a given
application. The effects of early and late fusion on retrieval result quality have
been compared in several studies, but the results are not very conclusive. Some
authors find the early fusion to be superior since it allows complex semantic
analysis of the data [30, 84], others conclude that late fusion can provide better
results in many situations [24, 28]. In principle, early fusion is likely to provide
good results if the user/application needs are well understood and good training
data is available, which is satisfied e.g. for well-defined classification tasks [48].
On the other hand, late fusion should be preferred in general-purpose retrieval
where users are expected to interact with the system and adjust the evaluation
of similarity to their preferences. Late fusion is also a natural implementation for
asymmetric integration of modalities. Finally, some authors propose to combine
early and late fusion to achieve the best results [50].

3.3 Flexibility

As suggested in the previous section, one of the big challenges of searching in
broad data domains is the fact that it is impossible to define a universal sim-
ilarity measure that would be suitable across different queries and user needs.
This introduces the need for flexible retrieval methods that would allow users to
influence the choice of modalities and the manner in which they are combined.



As we have observed in the descriptions of the fusion scenarios, not all modality
fusion techniques allow users to adjust the combination. Typically, early fusion
approaches do not support flexible searching, whereas some late fusion architec-
tures are highly adaptable. We propose to distinguish the following three levels
of flexibility.

Zero flexibility In zero flexibility systems, the selection of modalities as well as
their combination is fixed. This applies for most early fusion systems [3, 8, 32,
36, 72, 82, 90, 92].

Aggregation flexibility In this case, the selection of modalities is fixed, but users
can influence the aggregation function. The aggregation flexibility can be either
full, or partial. In the latter case, the set of supported aggregation functions is
limited by some required properties (e.g. monotonicity is needed for [23, 33]). Full
aggregation flexibility is provided by most postprocessing fusion solutions [4, 44,
89, 60].

Feature flexibility Again, we distinguish between a full and partial feature flexibil-
ity. For full flexibility, the modalities to be fused need not be known in advance,
since users can introduce additional modalities during query specification. The
system has to be able to embrace the new modalities without rebuilding the
whole search infrastructure, which is easily achieved in postprocessing fusion. In
case of a partial feature flexibility, adding a new modality needs to be processed
off-line and may require adaptations of the infrastructure, but does not neces-
sitate a complete rebuild of the search system. This is satisfied by asymmetric
indexing structures such as the IR-tree [21, 25].

3.4 Precision

The precision of any search result can be analyzed from two different perspec-
tives: 1) a distance-based or objective perspective analyses the result precision
with respect to the selected data representation and the query distance function
dQ, whereas 2) a user-perceived, subjective, or semantic perspective takes into
account the users’ satisfaction with the result. The second view determines the
real usability of the respective search system, but depends on multiple factors
– the selection of modalities, quality of data capturing and feature extraction,
definition of the distance function, and the objective precision of the actual re-
trieval – and can only be assessed by user-satisfaction studies. In this section, we
focus only on the distance-based precision, which can be objectively measured.

The objective retrieval precision of 100 % can be always achieved by ex-
haustive checking of all objects in X . However, in large-scale searching some
approximations are usually applied during the query evaluation to decrease the
computation costs. These approximations may not result in any noticeable de-
terioration of user-perceived result quality, as the similarity-based searching is
(semantically) approximate by nature. Still, the distance-based approximation
ratio should intuitively not be too large if we do not want to risk decreasing user



satisfaction. In the multi-modal retrieval, we can identify two types of distance-
based approximations: those that regard the processing of individual modalities,
and approximations of the actual fusion that can be applied when late fusion
strategies are used. Single-modality retrieval approximations are analyzed in a
survey study [69], which identifies several important aspects of approximation
strategies. In the following, we study the same aspects for fusion approximations.

Applicability of a given technique on different data domains The applicability
of fusion solutions is very wide in case of postprocessing fusion (e.g. [4, 44, 89,
60]), whereas basic search fusion is more restricted. Specifically, basic search
fusion mechanisms either pose limitations on the aggregation function (e.g. the
Threshold Algorithm [33]) or are suitable only for specific data and distance
function (e.g. the geo-textual indexes [21, 25]).

The principle of achieving approximation From the implementation point of
view, most of the fusion approximations fall into the category of reducing com-
parisons – the similarity of objects is not evaluated for all candidates that are
potentially relevant, but only for such objects that are considered most promising
in a given processing phase.

Result quality guarantees Considering the quality of the results, existing fusion
techniques either guarantee 100 % fusion precision (early fusion, the Threshold
Algorithm) or give no guarantees on quality apart from reporting experimental
results (postprocessing fusion techniques).

User interaction with the system The majority of approximate fusion techniques
allow users to influence the trade-off between retrieval costs and precision, e.g.
by setting the size of CSBS .

3.5 Efficiency and Scalability

Retrieval efficiency and search system scalability are clearly crucial qualities of
any system designed for big data processing. In multimedia retrieval, there are
two major issues that need to be addressed: the costs of data preprocessing,
and the efficiency of query evaluation. Depending on a selected fusion scenario,
multi-modal retrieval introduces additional costs to one or both of these phases.

Data preprocessing In the data preprocessing step, descriptors of primary modal-
ities first need to be extracted from all objects in X . This complexity of the
extraction process is linear with respect to the size of X , with the actual costs
depending on the selection of modalities – when sophisticated content-based
descriptors are used, the extraction process can be very computationally in-
tensive [8]. In early fusion scenarios, the extracted descriptors are immediately
analyzed and fused. The costs of this phase depend on the specific fusion tech-
nique employed, but the complexity of semantic fusion techniques is in general



super-linear with respect to the size of X . Finally, index structures for either the
original or the fused descriptors are created [12, 79, 99].

Even though the data preprocessing phase is evaluated off-line, its complexity
may become a bottleneck of the overall system scalability. Efficient extraction
of descriptors for very large data is considered a challenging task nowadays [98],
so the choice of primary modalities should be made carefully. To the best of our
knowledge, complex early fusion has never been implemented in very large scale.

Query evaluation with early fusion As discussed earlier, query evaluation in early
fusion systems is equal to mono-modal query evaluation. After the extraction of
query descriptors, which requires constant time, relevant objects from X are
identified in the index. The complexity of index retrieval is usually strongly sub-
linear or even constant, depending on the level of approximation applied [66].

Query evaluation with late fusion In case of late fusion, additional processing is
added to the query evaluation costs. The actual fusion complexity is determined
by the number of objects that are considered during fusion. As discussed in Sec-
tion 3.2, in basic search fusion the number of objects may be unlimited and the
fusion may thus degrade to linear complexity with respect to the size of X . On
the other hand, the number of objects entering postprocessing fusion is always
limited. The postprocessing costs may be high with respect to the size of CSBS ,
but are constant with respect to the size of X . Furthermore, the efficiency of
late fusion is influenced by the choice between symmetric and asymmetric inte-
gration of modalities. Symmetric fusion may exploit parallel processing, whereas
asymmetric fusion typically tries to minimize processing costs by utilizing cheap
and highly selective modalities first.

3.6 Axis Correlations & Other Aspects

In the previous sections, we have defined five axes that can be used to classify
multi-modal retrieval techniques. As already mentioned, these axes are not or-
thogonal; on the contrary, a single design decision typically determines several of
the axes. The correlations between individual axes were discussed in the descrip-
tions of individual axes. To complete our analysis, Table 1 presents an overview
of meaningful combinations of individual approaches.

The five classification criteria that we have introduced represent important
characteristics of large-scale multi-modal retrieval, but are by no means exhaus-
tive. Many other aspects are worth attention and need to be considered carefully
to design a multi-modal search system. The selection of modalities is extremely
important – it is necessary to choose such a set of modalities that provides
complementary information and does not require too costly processing [5, 63].
Individual application domains may require different modalities and pose various
restrictions on evaluation costs, precision and flexibility. The level of user partic-
ipation may also vary; in general, users do not like to provide much input during
the query processing, but in some cases intensive interaction can be expected.
Additional information sources such as ontologies or general web data need to



Fusion strategy Flexibility Approxim. Scalab. Examples

Symmetric early fusion

Simple early fusion zero none medium [3, 8, 84]

Semantic early fusion zero none medium
or high

[31, 32, 36, 57,
71, 72, 82, 87, 90,
92, 94]

Multi-metric indexing partial aggreg. f. none medium [18, 23]

Symmetric late fusion

Threshold algorithm
(basic search phase)

partial aggreg. f.
partial feature f.

none or
guaranteed

low [33]

Symmetric
postprocessing

full aggreg. f.
partial feature f.

not
guaranteed

high [5, 20, 24, 54, 67,
78]

Asymmetric late fusion

Asymmetric indexing
(basic search phase)

partial aggreg. f.
partial feature f.

none medium [15, 21, 25]

Asymmetric
postprocessing

full aggreg. f.
full feature f.

not
guaranteed

high [4, 11, 17, 39, 40,
43–45, 52, 53,
61, 64, 65, 68, 70,
73, 74, 80, 81, 85,
88, 89, 95–97,
101–103]

Table 1. Multi-dimensional classification of fusion techniques.

be studied, collected or created, cleaned, and maintained [37, 38]. Finally, the
synchronization of modalities is vital for modalities with a time dimension, e.g.
sound or video [5].

4 Large-scale Multi-Modal Image Search

In the previous section, we have surveyed fundamental characteristics of multi-
modal searching, taking into account a number of diverse methods that have
been proposed for different situations. The presented categories provide us with
basic guidelines that can be used to select possible solutions for a given appli-
cation. However, the multi-modal retrieval is a complex task with many factors
that influence the search results, thus the true usefulness of any method can-
not be determined unless it is experimentally verified in context of the target
use case and modalities. Each such evaluation also provides new data that al-
low the scientific community to study relationships between information needs,
modalities, and retrieval techniques.

Accordingly, the second part of this paper is devoted to an experimental
evaluation of techniques applicable for interactive large-scale image search, which
is a principal component of many popular applications, e.g. web galleries, social



networks, etc. Specifically, we focus on the fusion of text and visual modalities
in this context. In a typical browsing scenario, a user sees an image for which he
or she would like to get similar ones. The usual way to provide the results is to
execute a textual search based on the annotation of the original image. However,
since the user selected a particular image, the visual content of the image is
also important. Thus a multi-modal search combining the textual and visual
aspect search is likely to produce better results. Even though search engines
with such functionality already exist, their design is often based on assumptions
and expectations that have not been rigorously defined and studied. To address
this situation, we perform an extensive evaluation of different approaches to
image-and-text retrieval and analyze the results.

4.1 Review of Requirements

First, let us briefly analyze the basic characteristics of web image searching.
Web search, as opposed to retrieval from specialized resources, is often used by
people who do not know precisely what they are searching for. These users are
looking for inspiration or some general information (i.e. “browsing”) rather than
performing a “targeted search” for a specific item [26, 46]. User’s preferences
tend to become more focused during a search session, when the results that are
found influence the user [98].

The implications of this behavior are two-fold. On one hand, user’s uncer-
tainty about the desired result relaxes the requirements for objective precision –
the results need to be relevant, but not necessarily the most relevant items that
exist for a query that in itself is often just an approximate expression of user’s
information need. On the other hand, there are strong requirements concerning
search efficiency and flexibility. Efficiency is crucial for user’s convenience, espe-
cially when a search session consists of more than one query-response cycle. As
for flexibility, we have already debated that it is impossible to define a universally
applicable model of similarity for a broad-domain searching. Even though current
search engines provide only limited means of adjusting the retrieval semantics,
the flexibility of searching is becoming one of the most important features that
are required e.g. for personalized searching.

4.2 Task Specification

For the purpose of experimental evaluation, we define the large-scale image re-
trieval task as follows. We assume a k-nearest-neighbor search, where the user
issues a multi-modal query and expects k relevant images. We only consider a
single iteration of a query session. To keep the evaluation task feasible, we only
employ the two most popular image search modalities – the textual similarity
of image keywords, and the visual similarity of image content. We assume that
each query consists of a visual example and one or several keywords. Such queries
naturally appear in web searching – a user may e.g. employ a standard keyword-
based retrieval to search for images, then select a suitable visual representant
and continue searching with both modalities.



4.3 Selection of Eligible Techniques

Having established the desired characteristics of a successful web image retrieval
technique, we can use them to filter out unsuitable approaches and select promis-
ing techniques for further examination. Due to the flexibility requirement, we
can directly rule out most early fusion solutions and focus on the late fusion
techniques, which are by design suited for flexible searching. As discussed in
Section 3.2, late fusion is realized during query evaluation, which may be com-
posed of multiple phases. In this paper, we limit our attention to the two central
ones that are crucial for the overall effectiveness and efficiency: basic search
and postprocessing. Basic search is inevitably a part of each retrieval solution,
while postprocessing is the most frequent strategy of result refinement. Consider-
ing these two phases and the two possible approaches to modality combination
(see Section 3.1), we obtain four basic search strategies depicted in Figure 3:
symmetric basic-search fusion realized by TA, asymmetric basic-search fusion
that exploits some specialized index structure, symmetric postprocessing that
approximates TA, and standard asymmetric postprocessing.
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Fig. 3. Possible late fusion scenarios.

In most of the existing image search systems, the choice between these op-
tions was based on implementation convenience and rather vague assumptions
about the efficiency and effectiveness of these methods. Even though some of
these systems provide good results [44, 89], the lack of rigorous performance
evaluations makes it difficult to decide what factors participate in the success.
Therefore, we decided to conduct a series of experiments that would allow us to
quantify the performance of individual techniques and assess their usefulness.

5 Experimental Framework

To perform such a broad range of experiments and provide as fair comparison as
possible, we have decided to implement all the retrieval methods using the same



framework and run the experiments on the same hardware. In this section, we
provide more information about the selected modalities that we have compared,
the specific indexing techniques that have been utilized for efficient retrieval,
and the parameters of the given techniques that have been examined.

5.1 Specification of Modalities

As stated earlier, a modalityM is defined by a projection function pM and a dis-
tance function dM. For the textual modality MT , we follow the traditional text
retrieval paradigm – pMT extracts the keywords from a given multimodal ob-
ject and performs standard normalization (stemming, stopword-filtering), dMT

computes the cosine distance with tf-idf weighting [6]. The visual modality MV

can be represented by various types of global or local visual descriptors. Cur-
rently, global descriptors produced by deep convolutional neural networks (e.g.
DeCAF [29]) represent state-of-the-art for visual similarity evaluation. How-
ever, at the time of our experiments the extraction of such descriptors for large
data collections was prohibitively expensive. Therefore, we use the MPEG-7 [62]
global descriptors in our experiments, which represent a reasonable compromise
between retrieval quality and extraction costs. In particular, we employ a fixed
combination of five MPEG-7 visual descriptors (Color Layout, Color Structure,
Scalable Color, Edge Histogram, Homogeneous Texture) together with a distance
function that is computed as a weighted sum of the partial distances evaluated
by individual descriptors (for details, see [55]). The MPEG-7 descriptors are
fused prior to data indexing (early fusion) and are regarded as a single visual
descriptor in further discussions.

5.2 Implementation of the Fusion Methods

Most of the proposals of techniques for information retrieval are accompanied
by experimental evaluations, therefore some implementation of the techniques
can be acquired from their authors. However, the quality and reusability of
the implemented prototypes vary greatly, the efficiency is heavily affected by
the programming language that was employed, and the input and output data
formats are usually specific to a given technique. On the other hand, in our
complex experimental settings the most fair measure of efficiency is the wall-
clock time. Therefore, we have decided to implement all the necessary techniques
using our Java-based framework MESSIF [10], for which we already have several
good implementations of state-of-the-art retrieval techniques.

For the visual similarity search, we have used the M-index [66] technique –
a dynamic disk-based indexing approach that employs pivot-permutation ap-
proach along with various forms of metric dataspace pruning techniques to
achieve online response times even on datasets with tens of million objects.
For the text search, we have adopted the Lucene search engine [59] that was
embedded in the MESSIF framework. Lucene provides fast text retrieval using
classical tf-idf paradigm with several effectivity enhancements. Lucene is also



able to provide online responses for tens of million indexed documents, which is
our target dataset size.

In order to evaluate a multi-modal search, the aggregation function for com-
bining the respective modalities must be provided. The modular design of the
MESSIF library allows to plug in any user-specified function for the computa-
tion. In our case, we use a function that first normalizes the partial distances
of each candidate object from a given modality and then uses a weighted sum
to combine the partial distances. The influence of a given modality thus can
be adjusted by providing weights for the summation. However, providing correct
weights can be difficult for a user, therefore the weights can also be automatically
learned on a sample collection for which a ground-truth is known.

Following from the analysis of large-scale image search task needs in Sec-
tion 4, our comparison of multi-modal aggregation focuses on late fusion tech-
niques. Specifically, we consider the symmetric basic-search fusion, asymmetric
basic-search fusion, symmetric postprocessing fusion, and asymmetric postpro-
cessing fusion. In case of asymmetric solutions, we consider that both MT and
MV can be used as the primary modality. The following paragraphs detail the
implementation of individual techniques:

Symmetric basic-search fusion This fusion technique is implemented by the stan-
dard Threshold Algorithm [33]. The indexes IMT and IMV provide the sorted
access for the TA input while the MESSIF storage module provides a fast random
access for retrieving the missing features need for computing the multi-modal
distance dAGG. The storage serves the data from a disk using a B-tree index
built for the object identifiers.

Asymmetric basic-search fusion This approach is implemented by the inherent
fusion technique [15], an approximate asymmetric late fusion method that com-
putes the aggregated similarity of objects directly during the selection of the
candidate set CSBS . In particular, if the objects stored in a mono-modal index
IM1 contain feature descriptors for all other modalities (even though they are
not used to build the index itself), the MESSIF library allows the user to alter
the index searching procedure so that objects to be visited are identified by dM1

but all visited objects are ranked directly by dAGG. The number of objects to
be visited is determined by the approximation parameter κ. Although no qual-
ity guarantees are given, this approach allows to compute the query distance
function and the final candidate ranking efficiently for a large set of candidates
identified by dM1 . In contrast to postprocessing asymmetric late fusion, the can-
didate identification and ranking can be run in parallel and thus much larger set
of objects (typically by several orders of magnitude) can be visited within the
same time limit.

Symmetric postprocessing fusion The postprocessing symmetric late fusion uti-
lizes two sets of candidate objects, CSBS

MV and CSBS
MT , retrieved from separate

mono-modal indexes IMT and IMV . Both CSBS
MV and CSBS

MT contain κ/2 ob-
jects, so that κ objects altogether are visited in the postprocessing phase. The



objects from both basic-search results are merged and the dAGG is computed
using the MESSIF random-access storage. The top k ranking objects are then
reported. This is in fact an approximation of the TA algorithm, where the sorted
accesses are not incremental but provided completely as bulks. Note that the
threshold constraint might not be satisfied, since the inspection of the sorted ac-
cess lists might not be deep enough. Therefore, the effectiveness might be lower
but the execution is much faster.

Asymmetric postprocessing fusion Finally, standard re-ranking is used to repre-
sent the asymmetric postprocessing fusion. The candidate set CSBS of size κ is
retrieved by one mono-modal index, and the candidates are ranked by the dAGG.
In comparison with the inherent fusion, this approach computes the multi-modal
ranking only after the whole result is returned by the primary index.

6 Evaluation Plan

The objective of the experimental study is to evaluate both the efficiency and
effectiveness of selected image retrieval methods in uniform conditions. In par-
ticular, we are interested in the following aspects: 1) applicability of precise
retrieval techniques in large-scale searching, 2) effect of approximation on user
satisfaction, 3) selection of method(s) with the best relevance-cost trade-off, and
4) identification of factors that influence the retrieval quality. With these objec-
tives, we have designed the experiments as follows.

6.1 Datasets, Queries and Ground Truth

Even though the need for common benchmarking platforms is well recognized,
there are only few datasets that can be used for image search evaluation [26].
In our particular case, we need a large collection of image-and-text data, ac-
companied with a ground truth for general multi-modal retrieval. To the best
of our knowledge, no such testbed is publicly available apart from the Profiset
platform1 that we have introduced recently to enable large-scale retrieval eval-
uations [16]. The Profiset collection contains 20M high-quality images provided
by the Profimedia photostock site2. Each image is accompanied by a rich and
mostly error-free keyword annotation in English. Furthermore, the Profiset pro-
vides a set of 100 test queries, each of which is composed of a single example
image and a short keyword description. The topics comprise a selection of the
most popular queries from Profimedia search logs and several queries that are
known to be either easy or difficult to process in content-based searching. A few
examples are shown in Figure 4.

The Profiset platform does not provide a complete ground truth for the
test queries, but offers tools for collecting a partial ground truth, i.e. relevance

1 http://disa.fi.muni.cz/profiset
2 http://www.profimedia.com



assessments for selected result objects. Our partial ground truth has been formed
as follows: each result found by any tested method has been evaluated by at least
two human judges, who have marked it as highly relevant, partially relevant, or
irrelevant with respect to a given query. These categories have been transformed
into relevance percentage (100%, 50 %, and 0%, respectively) and averaged, thus
forming the relevance value of the given result object. More details about the
ground truth collection process can be found in [16].

sunset zebra two coins handwriting smiling face

sunset zebra two coins handwriting smiling facecorn fieldwind turbinewaterfall

Fig. 4. Query objects.

Although the Profiset provides a suitable test environment, the evaluation
results may be biased by the particular properties of this dataset. Therefore, we
also employ a second testbed obtained from a different type of application. The
CoPhIR test collection3 contains images downloaded from the Flickr web gallery,
accompanied by user-provided tags of unguaranteed quality. A 20M subset of
the CoPhIR collection was randomly selected to make it comparable with the
Profiset. The same set of test images and ground truth collection process have
been used as with the Profiset testbed.

6.2 Performance and Quality Measures

For each experiment E, we measure the evaluation costs and the quality of the
retrieved set of objects. Since all experiments are run in identical conditions, we
can utilize wall-clock time as the measure of costs. Result quality is evaluated
on both distance-based and user-perceived level (see Section 3.4). Let RE be the
result set returned in experiment E. The distance-based metric relative error on
distance at k (rED(k)) [99] compares RE to a precise result RTA provided by TA
(as discussed in Section 3, it can be proved that TA finds the best k objects in
terms of distance-based precision). Specifically, rED(k) compares the distances
of objects at k-th position (dk) in RE and RTA: rED(k) = dk

RE
/dk

RT A
− 1. The

user-perceived quality is measured by the Normalized discounted cumulative gain
at k (NDCG(k)), computed as a sum of user-provided relevance values of the k
best objects from RE normalized by their rank [42]. The NDCG metric is ap-
plied in two modes: natural NDCG (NDCGN ) is computed using multi-valued
relevance assessments provided by users, whereas for strict NDCG (NDCGS)
the relevance assessments are transformed into binary values so that only the re-
sults denoted as highly relevant are considered relevant. NDCGS thus represents
a more demanding user.
3 http://cophir.isti.cnr.it/



To guarantee maximum fairness, all experiments were run on the same single
machine with 8 CPU cores and 32 GB RAM. In order to assess the scalability,
some of the experiments were restricted to a single CPU.

6.3 Retrieval Parameters Settings

Method name Fusion type Approx.
parameter κ

Abbreviation

Text search Text

Content-based search Visual

Threshold Algorithm Symmetric,
basis-search

TA

Approximate TA Symmetric,
postprocessing

100, 500, 2000,
30000

TA100, TA500,
TA2K, TA30K

Visual-based inherent fusion Asymmetric,
basic-search

30000, 100000 VIF30K,
VIF100K

Visual search with re-ranking Asymmetric,
postprocessing

100, 500, 2000 VR100, VR500,
VR2K

Text search with re-ranking Asymmetric,
postprocessing

100, 500, 2000,
30000

TR100, TR500,
TR2K, TR30K

Table 2. Overview of tested methods.

The parameters of the specific techniques, as described in Section 5.2, are
summarized in Table 2. Mono-modal text search and content-based search con-
stitute the baselines. For the approximate techniques, different values of the
approximation parameter κ were tested. We should also notice that for asym-
metric fusion with text as the primary modality, inherent fusion was not ap-
plied. The reason is that text-based retrieval is very efficient, thus re-ranking
with κ = 30000 can be used to perform text-based fusion comparable (in terms
of approximation strategy) to visual-based inherent fusion.

As discussed earlier, a crucial requirement for wide-domain searching is fusion
flexibility, which is supported by all the above-listed methods. However, to avoid
unnecessary confusion we only consider a single dAGG in the experiments. A fixed
weighted sum of the text- and visual-induced distances is used, the respective
weights being chosen in a separate set of experiments so that average result
quality is maximized.

7 Evaluation Results

As stated earlier, one of the main objectives of the experimental evaluation is
to compare the precision and costs of various approaches to multi-modal image
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Fig. 5. Retrieval costs and precision for different search methods. (Note that the graphs
are color-coded.)

retrieval, and to select the most suitable solution for large-scale image searching.
Accordingly, the global effectiveness and efficiency of individual methods and the
trade-off between these two characteristics are analyzed in the first part of this
section. Afterwards, we present an additional analysis of the collected data that
examines several factors specific for combining text and visual modalities of
images.

7.1 Effectiveness & Efficiency: Overall Trends

An overall evaluation of experimental results in terms of both retrieval costs and
result relevance is provided in Figure 5. In the following subsections, we examine
individual graphs to answer the questions formulated in Section 6.

Applicability of precise retrieval The costs graph in Figure 5a clearly shows that
precise late fusion, depicted in the rightmost bar, is not applicable in interactive
large-scale searching. The response times are extremely high for TA, which is the
only precise late fusion solution suitable for text and visual modalities that allows
flexible query evaluation. The TA costs depend on the number of objects that
need to be accessed, for which there is no theoretical bound. Our experiments



have confirmed that for real data, such as ours, the number of visited objects is
indeed very high.

Influence of approximation Since precise evaluation is too costly, an approxi-
mation is a vital concept to apply for interactive retrieval. Fortunately, we have
been able to verify the generally accepted assumption that a certain level of
distance-based imprecision does not result in any noticeable deterioration of re-
sult quality as perceived by users, which is illustrated by Figures 5b-g. However,
it is important to select the approximation parameters appropriately.

Individual graphs in Figure 5 depict different aggregated metrics of result rel-
evance measured over Profiset (P) and CoPhIR (C) collections. Figure 5b shows
the objective result precision measured by rED, other graphs display the NDCG
metric of users’ satisfaction. Quartile distribution of NDCG for kNN(30) query
is shown in Figures 5c-d, which provide comparison of effectiveness for all tested
methods. Figures 5e-g illustrate the development of average result relevance for
various result sizes, using only a selection of methods to maintain readability. We
can observe that there is an almost perfect agreement in the ordering of methods
by rED and NDCG, with a single notable exception of text-based asymmetric
fusion with a very rough approximation. This method provides poor results in
terms of rED, but is considered rather good by users. This phenomenon is prob-
ably caused by users’ preference for semantic relevance, which will be discussed
more thoroughly later.

Considering the approximations, we can observe that for small candidate set
size κ the quality of results is considerably worse than that of TA, especially when
visual modality is used as the primary one. However, with sufficiently large κ
the approximate techniques are comparable to or even slightly better than TA in
terms of user satisfaction. The observed dependence between the result quality
and candidate set size is roughly logarithmic. The largest improvements can
be seen for visual-based asymmetric fusion where the trends suggest that even
better results could be achieved if κ was higher. For text-based and symmetric
fusion it seems that the optimum κ has been reached.

From the efficiency point of view, there are no large differences between
the costs of asymmetric text-based and visual-based methods with the same κ,
whereas the TA-based solutions are considerably more expensive. This is caused
by the need to access two independent index structures which are not optimized
for mutual cooperation. Subsequently, we do not consider symmetric fusion to
be applicable for κ larger than a few thousand objects. On the other hand,
both asymmetric variants are capable of processing 30000 candidate objects in
about 0.5 s on moderately strong hardware, which we consider to be perfectly
acceptable.

Optimal method selection The relevance results reveal that general trends of
fusion effectiveness are very similar for both tested collections. All approxi-
mate late fusion techniques under consideration – text-based asymmetric fusion,
visual-based asymmetric fusion, and approximate TA – are capable of achieving
comparable result quality. However, the text-based asymmetric fusion slightly



outperforms the other approaches in all quality measures, and requires less pro-
cessing time to achieve a given level of relevance. This clearly makes it the most
eligible method for both our datasets. Approximate TA comes as a close second
in terms of result quality at any fixed approximation level, but its costs are pro-
hibitive for the more precise variants. Visual-based approaches need to examine
significantly more objects to achieve the same level of relevance, which is partly
balanced by efficient inherent fusion implementation (Figure 5a).

The success of text-based methods is not surprising for the Profiset collec-
tion, which contains high-quality image annotations. We have also expected the
text-based fusion to be less effective for the CoPhIR dataset than for Profimedia,
as the quality of textual information in CoPhIR is significantly lower. However,
we have assumed that the other approaches would be less influenced by the
change of datasets. The absolute relevance values for text-based fusion are in-
deed about 30 % lower as compared to the Profiset, but the same applies for all
results and the ordering of methods with respect to retrieval precision remains
unchanged. Currently, we see at least three possible causes of such behavior:
1) human perception of relevance is more semantically-oriented than visually-
oriented, therefore a text search result not visually similar to the query is more
likely to be regarded relevant than vice versa (this corresponds to the observa-
tion made about the disproportion in rED and NDCG relevance evaluations);
2) visual content descriptors and distance measures that were applied are not
mature enough to capture the features important for users; and 3) the CoPhIR
collection exhibits worse quality than the Profiset not only in the textual compo-
nent but also in the quality of photos – in terms both of technical aspects (blur
or other types of imaging noise) and relevance of content (many of the CoPhIR
photos are difficult to interpret, do not attract the user, etc.). We believe that
the observed results are influenced by all these factors, however a more detailed
model than ours would be needed to determine their roles more precisely.

The fact that semantics is very important to users can also be observed
in the difference between the evaluations by strict and natural NDCG. The
ranking of methods by NDCGN is slightly different that ranking by NDCGS .
In particular, the highly approximate solution TR100 ranks higher by NDCGN

than by NDCGS , which supports our hypothesis that users appreciate semantic
relevance even if the visual component is not sufficiently close to the query.

7.2 Uncovering Deeper Roots of Relevance

Even though the general findings in the previous section appoint the text-based
asymmetric fusion as the most suitable search method, this approach is not op-
timal for all queries. In fact, about 40 % of queries would be better answered by
a different method for Profiset and 50 % for CoPhIR. The red line denoted as
“optimal result oracle” in Figures 5e-g shows the relevance level that could be
achieved if the optimal method was chosen for each individual query. Unfortu-
nately, it is very difficult to decide which fusion technique is the most suitable
one for a given query. Our data shows that the effectiveness of methods differs
from query to query, and often even for the same query when evaluated over two



different datasets. To gain more insight into the behavior of multimedia retrieval,
we study the experimental results from several less traditional perspectives.

Semantic categories The first aspect we examine are the query topics. In our
experience, simple content-based retrieval works well on concepts like “sunset”,
“clouds”, and other natural scenes, therefore we assume that some correlations
could exist between the query topic and the effectiveness of individual fusion
techniques (e.g. visual-based asymmetric fusion is expected to work well for
pictures of nature, text-based for activities). Therefore, we have defined several
categories that comprise popular search topics, and sorted our query objects
into them. The less typical queries which do not fit into any category are not
considered now.
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Fig. 6. Result relevance in different categories.

In Figure 6, we can see the effectiveness of selected methods for individual
categories. The results do not show the expected relationships between cate-
gories and fusion behavior – although “nature” queries seem to be more visually-
oriented than others in Profiset, this is not confirmed by CoPhIR. We conclude
that semantic categories alone cannot be used to decide which fusion method to
apply.

However, sorting the queries into categories has revealed other interesting
details. Queries from the “event” category are better answered in CoPhIR than
in Profiset, which contradicts the general observations presented in Section 7.1.
We hypothesize that the observed phenomenon is caused by a higher occurrence
of event-related images in CoPhIR, which was obtained from a photo-sharing site
that is likely to contain such photos. The data indicate that the popularity of a
given topic in the target database plays an important role for both the overall
result quality and the applicability of individual search methods – whereas text-
based search is clearly dominant for event queries in Profiset, visual-based fusion
provides better results in CoPhIR.

Text-based relevance As shown in Section 7.1, methods that rely primarily on
the text retrieval outperform the visual-based ones in a general case. To bet-
ter understand the cases when the text modality misses relevant objects that
the visual one is able to provide, we study the influence of the density of text
descriptions on the retrieval effectiveness.
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Fig. 7. Effectiveness versus text selectivity.

We have divided all query objects evenly into 4 groups based on the selectivity
of the query text. Figure 7 shows the effectiveness of the selected methods in
both the Profiset and CoPhIR collections, expressing the selectivity on x-axis
by the total number of results possibly matching the query text. Note that the
CoPhIR collection has only about a tenth of potential results as compared to
the Profiset, which is caused by sparser annotations of the CoPhIR images. We
can observe that for queries with more discriminative text (lower number of
potential results) the text retrieval is distinctly more successful than methods
that use primarily the visual search. However, for broader-term queries the visual
similarity is becoming more important, e.g. for the group of queries with the
lowest text selectivity – matching from 100,000 to 1.3 million objects – the
visual-based asymmetric methods provide the same quality of results as text-
based.

Method name # of no-text results # of relevant

Visual 136 27

VR500 98 12

VIF30K 25 3

TA 1 0

TA500 63 7

TA30K 4 0

Table 3. Retrieval of objects without text.

Next, we focus on the case where the text modality is not present in the target
objects, thus the potentially relevant objects cannot be found by text search. This
is only observable in the CoPhIR dataset where 28 % of objects contains only an
automatic file name or no text at all. In the well-annotated Profiset collection,
there are no images without text. Table 3 provides the numbers of results with
no textual information returned by a respective method along with a number of
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Fig. 8. Result relevance in relation to distance.

those results that were considered (highly) relevant by users. Note that methods
based on text search are not included since they cannot find such objects. We
can observe that most no-text objects are retrieved by the visual-only method
followed by the visual search with text re-ranking. As expected, the number of
results without text decreases for larger candidate sets, since the no-text objects
are penalized by text-ranking. Interestingly, the visual-based methods are able
to find relevant text-free results in about two thirds of the evaluated queries,
and these results represents up to 6 % of the total returned relevant results.

Visual-based relevance Having analyzed the strengths and weaknesses of the
text modality, let us now focus on the visual. Visual modality is inherently more
problematic than text because of the semantic gap problem, and the fact that
there is no strict differentiation between potentially relevant and irrelevant ob-
jects. However, these problems get reduced as the search space becomes denser.
The improvement of visual search results with growing dataset size has been
empirically observed in [8]. Google uses near-duplicate search for image annota-
tion [91], which proves that in the web-scale searching the space is already dense
enough. Since our previous analysis shows that text-based searching is reach-
ing its limits for discriminating relevant objects in dense collections, we believe
visual-based (or eventually also TA-based) solutions are better suited for such
situations.

Although the density of our datasets is not high enough for the described
phenomenon to apply, we can see some indications in Figure 8 that the distribu-
tion of objects in the search space is important. The average relevance of results
obtained by approaches based on visual search reaches its maximum for queries
that have low average distances of result sets, which corresponds to a higher
density of the search space in the neighborhood of the respective query.

8 Summary and Discussion

The presented study is devoted to both theoretical and practical aspects of multi-
modal retrieval. In the first part, we have laid formal foundations for a systematic
study of fusion techniques, and presented a new, comprehensive categorization



of existing solutions. In the second part, we have focused on interactive large-
scale image retrieval with text and visual modalities. In this context, we have
compared two mono-modal search methods and four multi-modal late fusion
techniques with different settings. The evaluation has been performed on two
real-world datasets that are orders of magnitude larger than data usually em-
ployed in fusion evaluations. In particular, user-perceived relevance of more than
170,000 query-result pairs has been manually evaluated. This data allows us to
study various aspects of image retrieval, including effectivenes, efficiency, and
scalability. Let us now summarize the most important findings.

Our first conclusion concerns the applicability of individual late fusion solu-
tions in large-scale multi-modal searching. We have found that precise flexible
fusion is extremely costly on real-world data, while results of the same user-
perceived quality can be obtained by efficient approximate solutions. Approx-
imate solutions are thus more suitable. To maximize the chance of obtaining
high-quality results, the approximation parameter κ should be chosen as high as
efficiency limits allow. The observed dependence between the result quality and
the candidate set size is roughly logarithmic.

For text-and-visual datasets of size and quality comparable to ours, text-
based asymmetric fusion is very likely to provide optimal results in the majority
of cases. Text-based searching is very strong, since it expresses semantics, it
is also highly discriminative (there is a clear distinction between relevant and
not-relevant objects), and the text searching is fast. Moreover, our experimental
data shows that users tend to be satisfied with semantically relevant results even
if the visual component is not sufficiently close to the query. If the quality of
text information in a given collection is known to be low, symmetric late fusion
stands as the most suitable solution, as it can best balance the strengths and
weaknesses of both the modalities. However, the approximation then needs to
be more rough because the processing costs are higher.

The data from our experimental evaluation also allowed us to study the
suitability of individual fusion methods for different queries. While the text-
based asymmetric fusion performed best on average on our data, it was far from
being optimal for all queries. For nearly half of the queries, the result quality
would be better if a different fusion method was chosen. A typical example are
queries for which there are too few or too many text-relevant results, which would
be better answered by visual-based asymmetric fusion. Our analysis discovered
that the suitability of any given method is determined by both the specific query
and the dataset properties. In particular, we studied the following aspects:

– Semantic categories: Classifying queries into semantic categories such as na-
ture, object, etc. is alone not sufficient to decide which fusion method to
apply. However, our data suggest that the popularity of a given topic within
the dataset could be used to assess the suitability of fusion methods. In par-
ticular, the more popular topics tend to form dense subspaces that can be
better searched by visual-based asymmetric fusion.

– Query text selectivity: As mentioned earlier, the text similarity is a highly
effective tool for identifying candidate objects as long as the number of text-



relevant objects is not too high or too small. In case of broad-term queries
with many relevant results the text prefiltering may not select the best can-
didate set. On the other extreme, objects without text descriptions cannot
be found by text-based methods.

– Visual selectivity: We have discovered that visual-based fusion methods are
most suitable for queries that have low average distances between objects in
the result sets, which corresponds to a higher density of the search space in
the neighborhood of the respective query.

These observations could be used in future to improve the quality of multi-
modal searching by dynamically choosing an optimal fusion method for a given
query and dataset. The decision process would be based on statistics about the
dataset and the properties of a given query. There is an intuitive parallel be-
tween such fusion optimization process and the query optimization performed
by standard relational databases systems – in both cases, data statistics is used
to estimate the best approach for query processing. However, the RDBS opti-
mization aims at reducing the evaluation costs, whereas in fusion optimization
we are mainly concerned with result quality. Based on the above-listed observa-
tions, we propose to utilize the following information as an input for the fusion
optimization:

– Statistics of semantic categories: Using a suitable ontology of query topics
and state-of-the-art classification methods, the dataset can be preprocessed
so that individual objects are sorted into (possibly overlapping) semantic
categories. On top of these, different statistics can be collected, including
the category size, its visual density, and the number of no-text objects.

– Statistics of query text selectivity: Information about the selectivity of fre-
quent text queries can be collected in advance or gradually at runtime.

To the best of our knowledge, the fusion optimization has not been considered
before. It offers several new problems that can be studied in future, e.g. proposing
algorithms for optimal fusion strategy selection, collecting and maintaining the
statistics, or further data analysis to determine additional useful data properties.
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