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1. INTRODUCTION

With the rapid growth of the amount of multimedia data,
the need for efficient ways of data organization and search-
ing is indisputable. Some tasks can be accomplished using
content-based retrieval which uses only data-specific fea-
tures, but there are also applications where text annota-
tions of the multimedia objects are necessary, e.g. to evalu-
ate queries formulated in natural language or to categorize
data objects. Since a manual creation of text metadata is
a tedious work, automatic annotation techniques are much
needed. The image annotation is a challenging research topic
with many subproblems, ranging from tag recommendations
to a full recognition of objects in the image.

In this paper, we present our system for online annotation
of common web images. There are many situations where
such a system can be used, e.g. to pre-select relevant key-
words for users who want to tag their images, or to clean
or expand existing user-provided annotations. In these ap-
plications, the speed of the annotation is one of the most
important qualities. Our solution, which is based on a large
scale content-based search system, is able to provide an an-
notation of the submitted image in real-time.

2. RELATED WORK

In recent years, many approaches to image annotation have
been proposed, differing in the targeted applications and,
subsequently, in the techniques used. Basically, these ap-
proaches can be divided into two categories: text-based meth-
ods and image-based methods. The text-based methods are
used when the image under examination is surrounded by
some text, typically a web page, from which the relevant
textual information can be mined. Various semantic tools
such as the WordNet database [2] are utilized to extract the
most informative keywords from the text [4].
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On the other hand, the image-based approaches [3, 6, 7]
require just an image as input and need to exploit its vi-
sual features in order to select the relevant keywords. For
these techniques, there are two main annotation strategies.
Either some form of machine learning is employed to con-
nect the visual features with keywords, or a content-based
search is evaluated over a collection of annotated images and
the relevant keywords are selected from among the keywords
of the nearest neighbors. The machine learning techniques,
described for instance in [3], comprise classifiers and proba-
bilistic approaches based on text and image co-occurrences
in a training dataset. Such approaches typically work with
a limited set of class labels. On the contrary, the techniques
which exploit content-based retrieval have a potentially un-
limited vocabulary provided by an underlying tagged image
collection, usually downloaded from some photo-sharing site.
Current research in this area focuses on heuristics for select-
ing the relevant keywords and statistical or semantic associ-
ations between the tags [6, 7]. Both the image-based strate-
gies can be further combined with text-based techniques to
clear or expand the annotation.

3. MUFIN ANNOTATION STRATEGY

The MUFIN annotation system is built over the MUFIN
similarity search engine [5] which is capable of on-line search-
ing in very large data collections. The annotation system
exploits this capability to search in several large collections
in parallel. As depicted in Figure 1, the whole annotation
process is composed of four phases: multiple Content-based
searches, Results processing, optional Additional search, and
final Annotation cleaning.
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Figure 1: MUFIN annotation system architecture

In the first phase, the query image is sent to several CBIR
subsystems, each of which is built over a different dataset.
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Figure 2: Interface of the MUFIN annotation system

The combination of several heterogeneous data sources brings
the following advantages into the annotation process:

e it eliminates the risk of using a closed vocabulary of a
specific community that created the data source;

e it allows to verify the results obtained from one data
source by the others.

Each of the search subsystems produces a list of the most
similar objects, which are in the second phase merged to-
gether and a set of candidate keywords is formed. The key-
words and the query image can then be repeatedly used as
an input for a new search. However, each subsequent search
phase increases the time costs of the annotation, therefore
result postprocessing methods are often more convenient
than new queries. Finally, the keyword set is cleaned from
irrelevant word types, names, etc. and displayed to the user.

4. APPLICATION

The demonstrated annotation system uses two different data
collections. The first one contains 20 million images from a
commercial microstock photo site, each of which is accom-
panied by a systematic annotation with about 20 keywords
in average. As the second dataset we use the ImageNet [1],
which is an image database that is being created to illustrate
the concepts of the WordNet [2]. The ImageNet subset we
use contains about 12 million images describing more than
15,000 WordNet concepts.

Both the datasets are indexed and searched using five
MPEG-7 global visual descriptors (see [5] for more details).
In the result-processing phase, the frequencies of the key-
words from the microstock collection result are computed
using the tf-idf weighting scheme and the most important
ones are selected as the candidate keywords. From the Im-
ageNet collection, we similarly select the most important
concepts. Next, the WordNet database is engaged to ex-
pand the candidate concepts. The final list of keywords is
composed of (1) the candidate keywords that belonged to
the candidate concepts, and (2) the synonyms of the quali-
fying keywords provided by the WordNet.

The web interface of the application (see Figure 2) en-
ables to annotate any web image by providing its URL. If
a duplicate image is found in our dataset, e.g. by using an
image from the demonstration itself, we do not consider its

keywords during the processing to provide a fair annotation
that is not influenced by the one that is already given for
that image.

Apart from the keywords, the system also shows the k
nearest visual neighbors of the query image which were used
to obtain the annotation. To test the dependence of the
result on the number of nearest neighbors, it is possible to
set a different value of k. In addition, users may provide
a hint to the annotation system. The hinted keywords are
used together with the visual features in the initial search
over the microstock collection. The application is available
at http://mufin.fi.muni.cz/annotation/.
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