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Figure 1: Efficient skeleton-data retrieval. In a pre-processing phase, skeleton sequences are transformed into motion docu-
ments, i.e., compact text-like representations composed of structured motion words (MWs). The motion documents are orga-
nized using a new indexing scheme that extends the traditional inverted files. During query processing, candidate documents
are efficiently retrieved by a proposed approximate search algorithm and finally re-ranked using the DTW alignment.

ABSTRACT
Digitization of human motion using 2D or 3D skeleton representa-
tions offers exciting possibilities for many applications but, at the
same time, requires scalable content-based retrieval techniques to
make such data reusable. Although a lot of research effort focuses
on extracting content-preserving motion features, there is a lack of
techniques that support efficient similarity search on a large scale.
In this paper, we introduce a new indexing scheme for organizing
large collections of spatio-temporal skeleton sequences. Specifi-
cally, we apply the motion-word concept to transform skeleton
sequences into structured text-like motion documents, and index
such documents using an extended inverted-file approach. Over this
index, we design a new similarity search algorithm that exploits the
properties of the motion-word representation and provides efficient
retrieval with a variable level of approximation, possibly reaching
constant search costs disregarding the collection size. Experimental
results confirm the usefulness of the proposed approach.
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1 INTRODUCTION
Human motion can be described by a sequence of skeleton poses,
where each pose keeps 2D/3D coordinates of important body joints
in a specific time moment. Such spatio-temporal skeleton data have
enormous application potential in many domains, e.g., in sports to
automatically assess a figure-skating performance or detect fouls
during a football game without emotions of human referees; in
healthcare to remotely evaluate the progress in rehabilitation exer-
cising or to discover movement disorders as indicators for choosing
suitable treatments; in security to detect potential threats like a run-
ning group of people; or in computer animation to find previously-
captured animations relevant for building a new movie scene. Until
recently, specialized hardware technologies were required to record
the 3D positions of the moving body, so the amount of digital mo-
tion data was fairly limited. However, new pose-estimation software
tools [1, 6] allow to extract skeleton data (2D or 3D) from ordinary
videos. As a result, we expect an explosion of skeleton data in the
near future, which requires content-based processing techniques
that perform efficiently on a large scale.

Current research mainly focuses on recognizing classes of pre-
segmented actions [5, 10, 12], detecting actions in a stream [15,
23], or searching for query-relevant subsequences within a long
motion [2, 22]. These tasks often employ query-by-example retrieval
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as the underlying operation; e.g., in the subsequence search task,
a long motion is usually partitioned into a large number of short
motion segments that need to be effectively and efficiently matched
against a user query. However, these two objectives—efficiency
and effectiveness—are difficult to achieve at the same time. Many
existing retrieval techniques [2, 18, 19, 24] focus solely on search
quality and do not discuss the efficiency at all, which leads to
expensive sequential scan over the whole dataset. The efficiency-
oriented works either propose very compact features that allow fast
sequential scanning [12, 13], or utilize various indexing schemes
to organize the motion data (e.g., the binary tree [25], kd tree [9],
R* tree [4], inverted file index [14], or tries [8]). To optimize the
efficiency-effectiveness trade-off, a two-phase retrieval model is
often used, where the candidate objects identified within an efficient
search phase are submitted to a re-ranking phase that refines the
result using more expensive techniques (e.g., traversal of a graph
structure [9] or ranking by the Dynamic Time Warping [14, 20]). A
more thorough discussion and comparison of all these methods can
be found in the recent survey [21]. However, even the index-based
approaches [4, 8, 9, 14, 25] are designed to operate on collections of
only thousands, or maximally dozens of thousands of motions [22],
and their application to large-scale collections is disputable.

In this paper, we propose a new retrieval approach that can
efficiently process a very large collection of spatio-temporal mo-
tions and enables controlling the retrieval costs by a user-specified
parameter. In particular, we transform the complex 3D skeleton
sequences into text-like documents that are composed of so-called
motion words. The motion words are internally structured, which
allows them to preserve the motion content but does not enable
straightforward application of standard text-retrieval techniques.
To support efficient searching over such motion documents, we pro-
pose a new indexing scheme and a new retrieval algorithm that is
able to gradually provide the most promising candidate results with
respect to a query example. This allows us to apply approximate
searching with high effectiveness and near-constant processing
times, which should scale well even to very large data collections.
A high-level overview of the whole concept is provided in Figure 1.

2 PROBLEM ANALYSIS
To facilitate large-scale motion retrieval, it is necessary to find a
well-balanced combination of compact yet descriptive motion fea-
tures on one hand, and efficient and scalable index structure on the
other hand. Our solution builds upon the recently proposed idea of
text-based motion processing [20], which is a promising but little
researched direction. In this section, we discuss the overall archi-
tecture and the open challenges of text-based motion processing,
and provide the preliminary information needed for describing the
proposed indexing scheme. In particular, we describe the transfor-
mation of skeleton sequences into sequences of structured motion
words, introduce our experimental dataset along with the eval-
uation methodology, and present the retrieval results of several
baseline sequential-scan algorithms.

2.1 Text-like Motion Processing
Transformation of unstructured data into a text-like representa-
tion is generally a promising approach that has been successfully

applied in other domains, e.g., in image retrieval [16]. The obvi-
ous benefit of such approach is the possibility to utilize mature
text-processing methods for efficient retrieval. However, for the
complex spatio-temporal skeleton data, such transformation is far
from straightforward. To apply the text-based retrieval approach for
skeleton data, the following two challenges need to be addressed:

• transformation of high-dimensional skeleton sequences into
a text-like representation; and

• adaptation of text-processing techniques to the specific needs
of the motion-text.

The task of finding content-preserving text-like representations
of skeleton data is discussed in [20], resulting in the proposal of
two variants ofmotion words (MWs): (i) one-dimensional hard MWs,
which are compared by simple equality, and (ii) more complex
soft MWs, which are compared by a non-trivial matching function
that allows different MWs to be considered mutually relevant. The
soft MWs demonstrate much better ability to preserve the motion
content, but the non-trivial MW matching makes their processing
more computationally demanding.

In this paper, we focus on the second challenge of text-like mo-
tion processing, i.e., adapting text-retrieval techniques to allow
efficient searching in the motion-text. To the best of our knowledge,
this topic has not been studied yet. Our specific objective is to find
an indexing and retrieval strategy for motions transformed into doc-
uments of soft MWs. Such documents are artificial constructs that
have no clear semantics, therefore their processing involves several
challenges that are not present in standard text retrieval. First, the
non-trivial soft-MW matching needs to be respected within query
processing, which requires a huge expansion of query terms, much
larger than expansions used in text retrieval. Second, the motion
queries are significantly longer than typical text queries, which
further increases the processing costs. Third, the text-retrieval uses
different weighting schemes that improve search efficiency and
allow optimizations of search costs using approximate searching,
but these weighing schemes may not work with the motion data.
Due to these factors, a simple application of text-based processing
would be neither efficient nor scalable, therefore it is necessary to
find new ways of implementing the text-retrieval principles. At
the same time, the artificial motion words also offer some oppor-
tunities that are not present in text processing: the MWs have a
regular structure that can be exploited during indexing, and the
size (granularity) of the motion vocabulary can be adjusted so that
it works well with a chosen indexing structure.

2.2 Problem Statement
A skeleton sequence represents humanmotion as a discrete sequence
of poses, where each pose keeps the 3D coordinates of important
body joints in a specific time moment (i.e., frame). Our objective
is to efficiently search a large collection of skeleton sequences and
retrieve those that are the most similar to a given query sequence.

As a first step towards efficient large-scale retrieval, we trans-
form the complex spatio-temporal skeleton data into a compact
text-like representation of structured soft motion words. We de-
note such representation as a motion document. Given a collection
D = {𝐷1, . . . , 𝐷𝑟 } of data documents 𝐷𝑖 = (𝑑1, . . . , 𝑑𝑚), we aim to
efficiently retrieve the 𝑘 ∈ N most similar data documents with



H
ar

d
 q

u
an

ti
za

ti
o

n
  

3D skeleton sequence 

Hard-MW document 
       A           C           C             

Segments s1 

s2 

s3 

D 

s2 

s1 

s3 

A 

B 

C 

s1 → A        s2 → C        s3 → C 
 

matching: s1 ≈ s2, s1 ≈ s3, s2 ≈ s3 

Soft-MW document 

(A, {D})    (C, {A, B})    (C, {D})     

s2 

s1 

s3 

s1 → (A, {D})   s2 → (C, {A, B})   s3 → (C, {D}) 

matching: s1 ≈ s2, s1 ≈ s3, s2 ≈ s3 

base 

base, expanded 

D 

A 

B 

C 

So
ft

 q
u

an
ti

za
ti

o
n

  

Figure 2: Transformation of 3D skeleton sequence into the hard-MWand soft-MWdocument. In the hard quantization, similar
segments 𝑠1 and 𝑠2 do not match (the border problem appears), while in the soft quantization 𝑠1 and 𝑠2 do match.

respect to a query document 𝑄 = (𝑞1, . . . , 𝑞𝑛), where 𝑞𝑖 and 𝑑 𝑗 cor-
respond to individual soft motion words. This requires designing a
suitable indexing structure and a scalable retrieval algorithm that
can identify relevant documents while accessing only a fraction of
the data collection.

2.3 Construction of Motion Documents
The transformation of a skeleton sequence into a motion document
consists of the following three steps [20]: (i) each input skeleton
sequence is cut into a sequence of short and overlapping segments;
(ii) a similarity-based partitioning of the segment space is found; and
(iii) each segment is replaced by a motion word, which characterizes
the segment’s position within the segment space using identifiers of
near partitions. Noticeably, the whole transformation is completely
unsupervised, which makes it widely applicable.

The motion words can be constructed in several ways, differing
in their internal structure and the definition of aMWmatching func-
tion. This Boolean-valued function determines whether two MWs
are sufficiently similar to be considered mutually relevant in the
course of motion retrieval:𝑚𝑎𝑡𝑐ℎ𝑀𝑊 : 𝑀𝑊 ×𝑀𝑊 → {0, 1}. The
objective of the MW approach is to provide a similarity-preserving
transformation from segments to MWs, so that similar segment
pairs are with a high probability mapped to matching MWs and
dissimilar segment pairs to non-matching MWs.

HardMWs. The hardmotionwords are the simplest implementation
of the MW principle. Each hard MW is formed by a single identifier
of the partition where the respective segment lies (see Figure 2-left).
The hard MW matching function is trivial – it returns 1 only if
the two MWs are identical. Using the hard MWs, it is possible to
transform a skeleton sequence into a sequence of one-dimensional
identifiers that can be readily processed by standard text-retrieval
techniques. However, the hard quantization of the segment space
suffers quite significantly from a so-called border problem: segments
that are close in the segment space may be assigned to different
partitions and thus considered non-matching in the MW space
(segments 𝑠1 and 𝑠2 in Figure 2-left). This negatively affects the
quality of MW-based similarity searching.

Soft MWs. To reduce the border problem, the soft MWs keep more
information about the position of each segment in the segment
space, which allows them to better preserve the segment-similarity
relationships. The soft MW 𝑞 = (𝑥, 𝑋 ) for segment 𝑠 is composed
of multipleMW elements that identify the partitions of the segment
space that are in a close neighborhood of 𝑠: the base element 𝑥
identifies the partition where 𝑠 belongs, and 𝑋 = {𝑥1, . . . , 𝑥𝑛} is
the set of expansion elements corresponding to other partitions that
are near to 𝑠 (see Figure 2-right). The set 𝑋 is bounded by two
parameters: the maximum number of the closest partitions to be
included, and the maximum distance of partition 𝑥𝑖 from 𝑠 . The
soft MW matching function is defined as follows: 𝑞𝑖 = (𝑥,𝑋 ) and
𝑑 𝑗 = (𝑦,𝑌 ) are matching if the base elements 𝑥 and𝑦 are equal, or 𝑥
appears among the elements in 𝑌 , or 𝑦 appears among the elements
in 𝑋 . As depicted in Figure 2-right, the soft-MW matching allows
to overcome the border problem in case of segments 𝑠1 and 𝑠2.

The similarity between two MW documents of variable lengths
is measured in [20] by the Dynamic Time Warping (DTW), where
the hard-/soft-MW matching function is used inside the DTW.

2.4 Dataset and Evaluation Methodology
Throughout this paper, we verify the usefulness of the proposed
technologies in experiments, using a prototype implementation
and real-world motion data. Our experimental data come from the
PKU-MMD dataset [11], which provides nearly 20K single-subject
skeleton sequences captured by the Microsoft Kinect technology at
a 30 frames-per-second rate and a bodymodel consisting of 25 joints.
The sequences are categorized into 43 classes of daily activities (e.g.,
“drink”, “wave hand”, “stand-up”) and significantly vary in length,
having 118 frames (≈ 4 s) on average with the maximum of 759
frames (≈ 25 s). The total collection size is more than 20 hours,
which makes it one of the largest research motion datasets.

Following the methodology provided in Section 2.3 (and de-
scribed in [20] in more detail), we transformed each skeleton se-
quence into a sequence of soft MWs – the motion document. Specif-
ically, we cut each skeleton sequence synthetically into a series of
overlapping segments. Analogous to [2, 20], we fixed the segment



length to 20 frames and the segment overlap to 16 frames, so the
segments are shifted by 4 frames. In total, this generated nearly
500 K segments whose space was quantized into 1,500 clusters. Each
soft MW consists of up to 20 MW elements (i.e., identifiers of clus-
ters), which resulted in the total number of 372 K unique soft MWs
identified in all the dataset documents. The average size of a single
motion document is 25 soft MWs.

We study the effectiveness and efficiency of different retrieval
methods in the context of a 20-nearest-neighbor search evaluated
over 129 query documents (for each out of 43 document classes,
three different instances are randomly selected). We quantify ef-
fectiveness as the average precision of the 129 queries, where the
query precision is computed as a ratio of correctly retrieved data
documents. A document is considered as correctly identified if it
belongs to the same class as the query document. We measure effi-
ciency as the average time (in milliseconds) needed to evaluate a
single query on the collection of 20 K data documents.

2.5 Baseline Evaluation
To put our results into perspective, we evaluate three baseline
approaches: (i) a sequential scan with the DTW alignment over
the original 3D skeleton data, and sequential scans with DTW
applied to the documents of either (ii) hard, or (iii) soft MWs. The
average precision and costs of all the three baselines are provided
in Table 2 (rows 1–3). We can observe that the soft MW variant
clearly achieves the best precision but requires higher search costs
compared to the hard MW variant.

It should be noted that the DTWdistance implementation used in
our experiments is very basic. We are aware of the more advanced
techniques that can be used to speed-up the DTW computation and
significantly decrease the query processing costs [17]. However,
even with the enhancements the sequential-scan approach is not
scalable to very large datasets.

3 INDEXING SOFT-MW DOCUMENTS
The motion documents provide a compact skeleton-data represen-
tation that significantly reduces the data size and also decreases
query processing costs by several orders of magnitude, even when
the costly DTW distance is used for comparison. However, to sup-
port scalable data management, the MW representation has to be
combined with efficient indexing and search strategies which have
not been proposed yet. In this section, we gradually build a scalable
indexing scheme suitable for soft-MW documents.

3.1 Applicability of the Bag-of-Words Model
A basic strategy in the text-search domain is to treat text documents
as bags of words, represent them by (typically weighted) vectors,
and apply the Cosine measure to compute the similarity between a
query vector and the data vectors [3]. The top-ranking documents
are directly presented to users or further examined using additional
measures of document relevance. For motion documents, we as-
sume that the two-phase retrieval will be necessary, combining
fast identification of promising candidates with more thorough
similarity evaluations in the re-ranking phase. Our first objective is
to check whether the bag-of-words model and the Cosine measure
are sufficient for identifying relevant candidate motion documents.

Table 1: 20NN search precision and processing costs of differ-
ent retrieval schemes over soft MWs. Both candidate search
and re-ranking are evaluated by sequential scanning of the
dataset/candidate set.

Candidate # of Re-rank Precision Costs [ms]
retrieval cand. Cand. r. Re-rank

DTW 20 – 60.60 % 648 –
Cosine 20 – 37.09 % 430 –
Cosine 50 DTW 55.08 % 430 3
Cosine 100 DTW 59.61 % 430 6
Cosine 150 DTW 59.92 % 430 8
Cosine 200 DTW 60.04 % 430 10
Cosine 300 DTW 60.16 % 430 15

The soft-MW documents can be straightforwardly represented
by bags-of-words, but the Cosine computation needs to be adjusted
to provide a meaningful measure of similarity between two soft-
MW bags. The standard Cosine score of a document 𝐷 with respect
to query 𝑄 is computed as the (weighted and normalized) num-
ber of words that appear in both 𝐷 and 𝑄 . However, the soft-MW
representation works with the concept of matching, where two
non-identical MWs can be considered mutually relevant. Clearly,
the MW-matching needs to be incorporated into the Cosine sim-
ilarity evaluation. In an ideal case, the Cosine similarity of soft-
MW 𝑄 and 𝐷 should take into account the number of words from
𝑄 = (𝑞1, . . . , 𝑞𝑛) that have some match in 𝐷 = (𝑑1, . . . , 𝑑𝑚), and
the number of words from 𝐷 having match in 𝑄 (a single 𝑞𝑖 can be
matched by multiple different MWs in 𝐷 , and a single 𝑑𝑖 may match
multiple different MWs in 𝑄). However, the evaluation of matches
is computationally expensive, and we also need to take into account
the indexability of the Cosine computation. As discussed later, the
number of matched query MWs can be determined using a specific
type of query expansion over the inverted file index, whereas the
computation of matches for all document MWs would be problem-
atic. Therefore, we only consider the number of matched query
MWs in the soft-MW Cosine similarity.

Following the best-practices of text retrieval, we also consider
the possibility of applying frequency-based weighting to determine
the importance of individual words for the Cosine computation.
Standard IR typically uses a combination of the text frequency (TF)
and inverted document frequency (IDF) of individual words. Accord-
ingly, we attempt to utilize the same principles adjusted to the
needs of soft-MW matching. In particular, we compute TF as usual,
but the IDF of a MW 𝑑𝑖 is computed as the ratio of documents that
contain any MW that matches 𝑑𝑖 .

Experimental evaluation. We first evaluate the precision and costs
of a single-phase Cosine-based retrieval, then we combine it with
the DTW alignment in a two-phase search model with different
sizes of the candidate set. Table 1 compares the achieved results
to the baseline DTW alignment on soft MWs. We can observe that
the result of a simple Cosine-based retrieval is far worse than the
baseline, but the two-phase search model with 100 or more candi-
date objects achieves a satisfactory precision. The extra costs for
the refinement phase are negligible if a reasonably small candidate
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Figure 3: Components of the index: MW-ID translation tables (left), MWmatching index (middle), and basic PLs (right).

set is used, but the improvement in result quality is significant.
Noticeably, the Cosine-based candidate retrieval is rather slow; this
is caused by the need to search for matching pairs of MWs between
the query and a candidate document.

Regarding document and query weighting, our experiments
show that the best results are achieved without any weights. In
this aspect, the motion documents are markedly different from
text documents, for which the TF-IDF weighting is beneficial. We
have identified two types of reasons for this behavior: the general
properties of the motion-text, and the properties of our particular
dataset. The motion-text has the following specifics: (i) the motion
words correspond to artificially cut motion segments that have no
direct semantic meaning; (ii) the MW frequencies only roughly
correspond to segment frequencies due to quantization; and (iii)
MWs representing e.g. a simple standing can be repeated many
times in a row, which does not happen with text words. In addition
to this, our dataset is composed of short documents, each of which
describes one semantic action. In such dataset, we expect a low oc-
currence of stopwords and a low number of MW repetitions within
a single document, as opposed to the text databases for which the
frequency-based weighting was developed. Altogether, we conclude
that it is not possible to directly adopt TF-IDF weighting from text
retrieval, and some further research into the possibilities of MW
weighting might be interesting. In the rest of this work, we focus
on the efficient retrieval of unweighted bag-of-words.

3.2 Extended Inverted-File Index
The Cosine-based retrieval shows promising potential for iden-
tifying candidate motion documents, so our next objective is to
design an efficient indexing scheme for fast evaluation of Cosine
queries over soft MWs. In text retrieval, the Cosine search is typ-
ically computed over the inverted file index, which provides for
each vocabulary term 𝑡 a posting list 𝑃𝐿(𝑡) = (𝐷1, . . . , 𝐷𝑛) of all
documents that contain the term 𝑡 . Similarly, we can define 𝑃𝐿(𝑞)
as a list of all motion documents that contain the exact soft MW
𝑞. However, the Cosine-based similarity query over soft MWs can-
not be directly answered by merging the posting lists 𝑃𝐿(𝑞𝑖 ) of all
query words 𝑞1, . . . , 𝑞𝑛 , because this wouldn’t take into account the
soft MW-matching function. Let’s consider again the illustration of
Figure 2: motion words (𝐴, {𝐷}) and (𝐶, {𝐴, 𝐵}) represent highly
similar segments and are considered to be matching, so for a query
containing the word (𝐴, {𝐷}), documents with (𝐴, {𝐷}) as well as
(𝐶, {𝐴, 𝐵}) should be checked. However, a standard PL for (𝐴, {𝐷})
would only contain documents where (𝐴, {𝐷}) occurs.

To deal with this problem, we extend the standard inverted-file
approach by introducing an expanded posting list 𝑃𝐿+ (𝑞), which
consists of the IDs of all data documents that contain 𝑞 or any
MW that matches 𝑞. Merging such expanded posting lists for all
query MWs now provides the correct Cosine scores for all motion
documents with non-zero similarity to Q, but the management of
the expanded lists is more complicated. Let𝑚𝑎𝑡𝑐ℎ𝑖𝑛𝑔𝑀𝑊𝑠 (𝑞) be the
set of all MWs that match a given MW 𝑞. The expanded list 𝑃𝐿+ (𝑞)
can either be created during data indexing, or constructed during
query evaluation by merging 𝑃𝐿(𝑟 ) of all 𝑟 ∈ 𝑚𝑎𝑡𝑐ℎ𝑖𝑛𝑔𝑀𝑊𝑠 (𝑞).
The first solution would not require any changes of the query
processing, but the expanded lists 𝑃𝐿+ would occupy much more
memory and their updates would be rather expensive. Therefore,
we choose the second option, where only the relatively short basic
posting lists are stored. This is significantly less demanding in terms
of memory occupation, but induces additional computational costs
during retrieval when the basic posting lists are merged into the
expanded lists. However, we are able to upper-bound these costs by
using approximate searching, as discussed in the following section.

The complete architecture of our index is illustrated in Figure 3.
Each MW from the dataset vocabulary is assigned an ID, and two
hash tables are kept for translating the MWs to IDs and back. The
vocabulary items are further organized in a MW matching index to
support fast identification of𝑚𝑎𝑡𝑐ℎ𝑖𝑛𝑔𝑀𝑊𝑠 (𝑞). In particular, two
lists are maintained for each MW element 𝑒: (i) a base list of all
MWs where 𝑒 is the base element, and (ii) an expansion list of all
MWs where 𝑒 is among the expansion elements. The matches of
MW 𝑞 = (𝐴, {𝐵,𝐶}) are then found by uniting the expansion list
for 𝐴 with the base lists for 𝐵 and 𝐶 . Finally, for each MW we keep
the basic posting list of documents that contain that exact MW.

For our dataset of 20K data documents and 372K soft MWs,
the sizes of the index structures are the following: the vocabulary
translation tables need 50 MB, the MW matching index requires 30
MB, and the posting lists occupy 4MB of memory. For comparison,
the original skeleton data size is 1.5 GB. The space needed for
vocabulary manipulations seems rather large, but it is important
to realize that we are using a very large vocabulary that should be
sufficient for much larger data. When the dataset grows, the only
growing memory structure would be the very compact posting lists.

Experimental evaluation. In rows 4 and 5 of Table 2, we can see how
the processing costs of the Cosine-based retrieval change when
the indexing is applied. To better understand the complexity of our
index-based processing, we also decompose the costs into individual
query processing phases. The candidate retrieval costs decrease



from 430ms to 317ms. The most expensive part of the index-based
searching is the construction of the expanded lists 𝑃𝐿+ (𝑞), which
requires 276ms on average. This is caused by the need to combine a
high number of short basic PLs; in particular, each of our MWs has
12,436 matches on average, so that many PLs have to be merged.

3.3 Scalable Processing of MW Posting Lists
The extended inverted file index allows us to skip documents with
zero overlap with the query, but the above-described construction
and merging of the expanded lists 𝑃𝐿+ does not scale well to large
datasets. We can observe in the experimental results that even
for our rather small dataset with short basic PLs, the construction
of expanded lists 𝑃𝐿+ is a performance bottleneck due to the high
number of matching MWs that need to be considered for each query.
When the dataset grows and the vocabulary remains unchanged,
the basic posting lists are bound to grow as well, further increasing
the processing time of 𝑃𝐿+ construction and also 𝑃𝐿+ merging.
Alternatively, we can design the MW vocabulary in such way that it
grows with the database size, gradually addingmoreMW expansion
elements to the soft MWs. This would keep the basic PLs small but
even more PLs would need to be merged for each query MW. The
key to scalable retrieval thus lies in limiting both the number and
size of PLs that need to be processed.

In this section, we design an approximate retrieval algorithm
that limits the number of processed PL records without significantly
worsening the result quality. The algorithm is based on a new non-
binary similarity measure over the soft MWs, which can be used to
order the matching MWs of each query MW and limit the number
of PLs used for construction of each 𝑃𝐿+. We also show that this
new MW-similarity measure can be used for weighting documents
in the expanded posting lists, which increases the quality of the
Cosine search results.

Non-binary similarity of soft MWs. Let us remember that each soft
MW represents a short segment of the original skeleton sequence,
and the structure of the soft MW reflects the position of the re-
spective segment in the segment space. In particular, the base el-
ement references the partition where the segment lies, and the
expansion elements list other partitions that are sufficiently near
to the segment. This information can be used to define a more
fine-grained measure of MW similarity than the binary matching
function𝑚𝑎𝑡𝑐ℎ𝑀𝑊 defined in [20]. Intuitively, two segments that
lie very close to each other are likely to have many of the same
close partitions, whereas segments that are further apart will have
different sets of close partitions. Therefore, we propose to combine
the original MW matching function with the Jaccard similarity
over the sets of all elements of the two MWs. More precisely, let
𝑞 = (𝑥,𝑋 ) and 𝑟 = (𝑦,𝑌 ) be the two soft MWs, and let𝑋 ′ = 𝑋 ∪{𝑥}
and 𝑌 ′ = 𝑌 ∪ {𝑦} be the sets of all elements of 𝑞 and 𝑟 , respec-
tively. Then, we quantify the similarity between 𝑞 and 𝑟 using the
following 𝑠𝑖𝑚 function:

𝑠𝑖𝑚(𝑞, 𝑟 ) =


|𝑋 ′ ∩ 𝑌 ′ |
|𝑋 ′ ∪ 𝑌 ′ | if𝑚𝑎𝑡𝑐ℎ𝑀𝑊 (𝑞, 𝑟 ) = 1

0 otherwise.

(1)
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Figure 4: Influence of the sim function on the precision of
two-phase searching.

For two non-matching MWs, the 𝑠𝑖𝑚 function still returns the con-
stant 0, because the non-matching words are not interesting for
retrieval; however, the similarity of matching MWs is changed from
1 to the interval (0;1], which allows us to distinguish between closer
and less close matches of a given MW.

To test the semantic usefulness of the 𝑠𝑖𝑚 function, we apply it
to determine the weights of individual documents in the expanded
lists 𝑃𝐿+ (see Figure 5 for illustration). Let 𝑄 = (𝑞1, . . . , 𝑞𝑛) be the
query and 𝐷 a data document that appears in 𝑃𝐿+ (𝑞𝑖 ) for some
𝑖 ∈ {1, . . . , 𝑛}. Then, 𝐷 has to appear in one or more basic lists
𝑃𝐿(𝑟1), . . . , 𝑃𝐿(𝑟𝑘 ), where 𝑟1, . . . , 𝑟𝑘 ∈𝑚𝑎𝑡𝑐ℎ𝑖𝑛𝑔𝑀𝑊𝑠 (𝑞𝑖 ). We take
𝑚𝑎𝑥 (𝑠𝑖𝑚(𝑞𝑖 , 𝑟1), . . . , 𝑠𝑖𝑚(𝑞𝑖 , 𝑟𝑘 )) as the weight of𝐷 in 𝑃𝐿+ (𝑞𝑖 ), and
compute the overall score of𝐷 with respect to𝑄 as a sum of weights
assigned to 𝐷 in 𝑃𝐿+ (𝑞1), . . . , 𝑃𝐿+ (𝑞𝑛).

The effect of MW-similarity weighting on the quality of the two-
phase retrieval is shown in Figure 4. We can see that the precision
of the Cosine-based candidate selection is significantly improved,
especially for small candidate sets. It is also interesting that the
overall precision does not gradually grow with the candidate set
sizes but achieves its maximum for candidate set size of 100 items.
This is caused by the fact that the DTW distance of many of the
candidates is the same and the ties are broken arbitrarily.

Approximate searching with reduced expanded lists. The 𝑠𝑖𝑚 func-
tion improves the search quality, which is a nice bonus, but the main
motivation for its construction was to reduce the size of expanded
lists 𝑃𝐿+ so that they can be efficiently processed. For each query
word 𝑞𝑖 , we thus order its matching words by their descending
similarity, and build 𝑃𝐿+ (𝑞𝑖 ) using only a limited number of the
best matches. There are several ways of selecting the matches to
be used: (i) by introducing a minimum similarity score of matches
that will be considered for building the 𝑃𝐿+; (ii) by limiting the
number of the most similar matches to be used; (iii) by limiting
the size of the 𝑃𝐿+ and using as many top-ranked MW matches as
necessary to achieve this size. The last option is the most suitable
for large-scale searching: it ensures that some minimum number of
documents is considered for each query MW, and it guarantees a
constant 𝑃𝐿+ processing time.

As illustrated in Figure 5, the same set of basic PLs can be used to
build a variety of expanded lists 𝑃𝐿+ during the query processing,
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Figure 5: Construction of 𝑃𝐿+ with different weights and approximations.

depending on the preferences of a given application or user. The size
limit for 𝑃𝐿+ can be set according to the requirements on retrieval
precision and costs. Data collections of arbitrary sizes can then be
searched in near-constant time – the time needed for identification
of matching words and their ordering is logarithmic to the size of
vocabulary, which may grow with the collection size but at a slower
pace. In case the collection grows so much that even the basic PLs
become larger than the given size limit, the index has to be re-build
using soft MWs with a higher number of expanded MW elements.

Experimental evaluation. Table 2 provides an overview of the re-
trieval quality and costs of all the studied search approaches. It is
worth noticing that the precision of the 𝑠𝑖𝑚-weighted Cosine search
with the DTW refinement overcomes even the baseline precision of
the DTW-based alignment of soft-MW documents over the whole
collection. Actually, the Cosine and DTW similarity are based on op-
posing principles: the Cosine score reflects the number of matches
between two motion documents, whereas the DTW distance high-
lights the differences between the two sequences. It appears that
a suitably weighted combination of these two principles performs
better than any one of them individually.

The last three rows of Table 2 analyze the ability of the 𝑠𝑖𝑚

function to correctly identify the most relevant posting lists. In
particular, we compare the results of Cosine retrieval with fully
expanded posting lists (with the average size of 2,251 items) to
approximate retrieval with the 𝑃𝐿+ size limited to 1,000, 500, and 100
top-ranked candidates. The results confirm that the result quality
remains high even in the most restricted setting when less than 5 %
of the 𝑃𝐿+ is used.

In terms of processing costs, the 𝑠𝑖𝑚-weighted Cosine distance
is more expensive to compute than the standard Cosine. We need
to translate MW IDs into the actual motion words and compute
their similarities, which is rather expensive when tens of thousands
of matching MWs are processed. However, this part of the pro-
cessing costs is fixed for a given vocabulary and does not grow
with an increasing size of the dataset. Furthermore, we can see
that the additional costs of 𝑠𝑖𝑚 computation are outweighed by the
reduced processing times of the approximate searching even for
our small dataset. It is also important to emphasize that the process-
ing times are measured using our own, non-optimized prototype
implementation, which does not employ any existing text-search
engine. Moreover, all the computations are performed on one CPU
only. Therefore, the actual costs are quite high even for the 20K
test dataset. Still, we can observe the important decreasing trend
in processing costs when the approximate Cosine computation is
used. In future, we plan to further decrease the query evaluation
costs by employing parallel processing for creating and merging
the expanded posting lists.

4 DISCUSSION
Large-scale searching in motion data is a challenging task with
many open areas of research, which can be approached from di-
verse directions. For a rough categorization of existing works, let us
separate the two principal subtasks of motion retrieval: (i) feature
extraction and metric learning, and (ii) organizing and searching
the features. For feature extraction, we need to separate the two
orthogonal approaches of supervised or unsupervised learning; the



Table 2: 20NN search precision and processing costs using different retrieval methods. Apart from Baseline 1 and Baseline 2,
all methods work with documents represented by soft MWs.

Time [ms]
Candidate retrieval method Re-rank Precision find MW compute construct merge re-rank overall

matches 𝑠𝑖𝑚 𝑃𝐿+ 𝑃𝐿+ candid. costs

Baseline 1: DTW on skeletons – 54.19 % sequential scan – 92,589
Baseline 2: DTW on hard MWs – 51.82 % sequential scan – 415
Baseline 3: DTW on soft MWs – 60.60 % sequential scan – 648
Cosine100 DTW 59.61 % sequential scan 6 436
Cosine100 DTW 59.61 % 18 – 276 23 6 323
Cosine100-simWeights DTW 67.40 % 18 114 276 23 6 437
Cosine100-simWeights, |𝑃𝐿+ (𝑞) | ≤ 1, 000 DTW 66.94 % 18 114 173 14 6 325
Cosine100-simWeights, |𝑃𝐿+ (𝑞) | ≤ 500 DTW 66.16 % 18 114 96 9 6 243
Cosine100-simWeights, |𝑃𝐿+ (𝑞) | ≤ 100 DTW 64.34 % 18 114 49 3 6 190

supervised methods generally achieve higher precision, but require
labeled training data that limit their applicability. The feature orga-
nization can have different forms and properties, ranging from fast
linear scan of compact features to sublinear index-based retrieval.

In our research, we aim at widely-applicable large-scale motion
retrieval. Therefore, our approach is based on features prepared
in an unsupervised way, and organizes them in an index structure
that allows efficient and scalable retrieval with near-constant time
complexity. To the best of our knowledge, such approach to motion
retrieval has not been proposed before. There are several works
that study unsupervised feature extraction [2, 20], but these do not
attempt to index the data. On the other hand, those works that study
efficient motion retrieval use supervised features [7–9, 12, 22, 25].
Our approach is therefore unique and innovative, but this makes it
difficult to compare our results to state-of-the-art motion retrieval
methods in terms of efficiency and effectiveness.

We deal with this situation in the following way. We compare
our approach to state-of-the-art research in those aspects that can
be fairly evaluated, i.e., we compare the efficiency and scalability
of our approach to other indexing-based methods, and discuss the
precision of our approach in the context of other unsupervised
approaches. Furthermore, we make our selected queries publicly
available1 to allow other researchers to perform direct comparisons
with the proposed approach.

In terms of efficiency, supervised-feature-indexing systems re-
port the average search times of tens [7, 8, 14, 22] or hundreds [9, 25]
of milliseconds per query on data collections that are equal or
smaller in magnitude than ours. Our non-optimized single-thread
implementation achieves the query response times in order of hun-
dreds of milliseconds as well. Considering scalability, the index-
ing structures of state-of-the-art methods promise a linear [14] or
sub-linear [7, 8, 22] growth of query processing times for grow-
ing datasets. However, the sub-linear solutions typically use high-
dimensional feature space indexing [9, 22], which is known to be
problematic on large scales due to the curse of dimensionality. On
the other hand, our index utilizes compact low-dimensional mo-
tion features, can scale gracefully with the dataset size using the

1http://disa.fi.muni.cz/research-directions/motion-data/data/

adaptations of the vocabulary size, and the retrieval costs can be
upper-bounded by a user-provided parameter.

In terms of precision the comparison to state-of-the-art methods
is even more complicated, since the few works that study unsu-
pervised features [2, 20] use diverse datasets, some of which are
not even publicly available [2]. Therefore, we use the standard
baseline DTW on normalized skeleton data as the common preci-
sion baseline, and furthermore compare our approach to the DTW
alignment of soft MWs used in [20]. We significantly increase the
retrieval accuracy from 54% to 67 % compared to the unsupervised
DTW alignment on normalized skeleton data, and also overcome
the DTW-based alignment of soft MWs that achieved the preci-
sion of 61 % on our data. We also believe that the precision of the
MW-based processing can be further increased by incorporating
state-of-the-art unsupervised feature learning into the MW con-
struction process. In particular, we plan to integrate unsupervised
NN models into our solution and use them instead of DTW for all
skeleton-level similarity measurements.

5 CONCLUSIONS
This paper introduces an efficient indexing and retrieval scheme
for large collections of spatio-temporal human motion data. We
apply the motion-word concept to transform skeleton sequences
into structured text-like motion documents, and index these by
extended inverted files. A new similarity-based ranking of soft mo-
tion words is used to significantly reduce the number of candidate
documents in posting lists while maintaining high retrieval quality.
The proposed approach should scale well to large motion collec-
tions as the top-ranked pruning of expanded lists guarantees a
near-constant query processing time. To the best of our knowledge,
the proposed solution is the first unsupervised scalable motion
retrieval method. Since the principle of soft quantization, originally
introduced for human skeleton data, is quite generic, the proposed
indexing approach may also be applicable to other data domains.
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