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Abstract. In this paper, we address a ranking problem in web image
retrieval. Due to the growing availability of web images, comprehensive
retrieval of web images has been expected. Conventional systems for web
image retrieval are based on keyword- based retrieval. However, we of-
ten find undesirable retrieval results from the keyword based web image
retrieval system since the system uses the limited and inaccurate text in-
formation of web images ; a typical system uses text information such as
surrounding texts and/or image filenames, etc. To alleviate this situation,
we propose a new ranking approach which is the integration of results
of text and image content via analyzing the retrieved results. We define
four ranking methods based on the image contents analysis of the re-
trieved images; (1) majority-first method, (2) centroid-of-all method, (3)
centroid-of-top K method, and (4) centroid-of-largest-cluster method.
We evaluate the retrieval performance of our methods and conventional
one using precision and recall graphs. The experimental results show
that the proposed methods are more effective than conventional keyword-
based retrieval methods.

1 Introduction

The rapid growing of web environment, and advances of technology have led us
to access and manage huge images easily in various areas. The comprehensive
retrieval of the image collections on the web become the important research and
industrial issue.

The web image retrieval has different characteristics from typical content-
based image retrieval(CBIR) systems. In general, web images have the related
text annotations which could be obtained from the web pages where images
are contained. So conventional web image retrieval systems utilize the text in-
formation of the images, and work as text(keyword) retrieval systems. Some
systems use the texts and simple image information(e.g. image size, image for-
mat, graph/non-graph, etc.), and other systems provide the user input interface
for relevance feedback.

Existing web image search systems allow users to search for images via
keywords interface and/or via query by image example. Generally, the system
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presents pages of representative thumbnail images to the user. The user then
marks one or more images as relevant to the query. The visual image features
for these images are then used in defining a visual query. However, it is often ob-
served that there are many wrong results in high rank from the keyword-based
image retrieval. Moreover, it is difficult to guarantee that there will be even
one expected image shown in the initial page. Sclaroff called this the page zero
problem[8].

To alleviate such a problem, we propose a new ranking approach that pro-
vides the better retrieval performance using image contents of retrieved results.
Our approach is basically based on a integration of results of text and image
contents via analyzing the retrieved results. The proposed approach determines
the candidates using keyword first, and then automatically re-ranks images using
visual features of retrieved results. We define four ranking methods based on the
cluster analysis and majority of retrieved images. In experiments, we show that
the proposed ranking approach improves retrieval performance of web image
retrieval as compared to conventional one.

The paper is organized as follows. In Section 2, we briefly summarize the
related work on web image retrieval. Our approach is described in Section 3. In
Section 4, we present experimental results and discussions. Conclusions will be
given in the last section.

2 Related Work

In recent years, there has been a number of research about CBIR systems. Most
of the research has concentrated on feature extraction of an image, e.g., QBIC[2],
VisualSeek[3], SIMPLicity[5], Netra[4], and Blobworld[6]. None of these systems
provides a web search method; these systems are not based on textual cues. How-
ever, several systems have been developed for web image retrieval. These web
image retrieval methods utilize different attributes; textual cues. PictoSeek[9]
indexes images collected from the web. First, the system uses pure visual infor-
mation, then it uses text information to classify the images. A similar system,
Webseek[3] performs user helped classification. The system makes categories, and
searches images within category, and provides category browsing and a search
by example. Webseer[10] retrieves images using keywords, and additional image
information that express the size of image, format of image, and simple classi-
fication information(e.g., graph, portrait, computer generated graphic, close-up,
number of faces etc.). ImageRover[8] system allows the user to specify the im-
age via keywords, an example image and relevance feedback. The ImageRover
approach is most similar in spirit to that of WebSeer; however, ImageRover dif-
fers in that it allows searches of Web images based directly on image contents.
ImageRover also proposed a method combining textual and visual cues using
LSI(latent Semantic Indexing).

Generally, we can summarize the mechanism of conventional web image re-
trieval as follows : 1) the system retrieves the images using keywords or sim-
ple information about an image(not image contents such as color, texture, and
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shape). 2) the system provides the interface to select relevant images from the
first retrieved results(relevance feedback mechanism). 3) the system retrieves the
images using selected images or/and keywords. 4) the system refines the results
in repeating step 2 and step 3.

As shown in the previous systems keywords may help guide the search, and
also become the important evidence in web image retrieval. Unfortunately, key-
words may not accurately or completely describe image contents. Information
about image contents directly from the image must also be added to retrieval pro-
cessing. So in this paper, we propose a new approach that improve the retrieval
performance using image contents analysis. Our approach will be described in
detail in next section.

3 Majority-Based Ranking Approach

In this section, we describe a new ranking approach using image contents anal-
ysis. We also define four ranking methods based on the cluster analysis and
majority of retrieved images. The difference from previous scheme with a rel-
evance feedback mechanism is that we re-rank the results without assistance
from the user(i.e. our approach is automatic). We will explain image features
and clustering methods at first, and then we will explain the our approach using
these features and the clustering methods.

3.1 Image Features and Clustering Methods

Various image features such as color, shape and texture have been developed in
the literature. In a typical image retrieval model, image features are represented
as a vector in a n-dimensional vector space. Color is an important attribute for
describing the contents of image. Color histogram, that represents the propor-
tion of specific colors in images, has been widely used among color represen-
tation methods. It has been known that color histogram in the CBIR provides
reasonable retrieval performance when we use the HSV(Hue, Saturation, Value)
color space, 128 quantization level, and the histogram intersection as a similar-
ity function. The HSV color model is most frequently used for CBIR because
it presents human perception well. The histogram intersection is calculated as
follows; H(I, I ′) =

∑n
i=1 min(fi, f

′
i)/(

∑n
i=1 f ′

i). If the size of an image is same,
histogram intersection is equivalent to the use of the sum of absolute differences
or city-block metric[1]. In this paper, we use the city- block metric for similarity
computation. City-block distance is defined as follows :

Dcity−block(I, I ′) =
n∑

i=1

|fi − f ′
i | (1)

Many clustering techniques for improving retrieval effectiveness have
been proposed in the information retrieval literature, and also proposed in
CBIR[11][12]. We use clustering methods to group the images and to select the
representative image features for our approach.
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Fig. 1. Overview of the proposed approach

The hierarchical agglomerative clustering methods(HACM) are known to be
effective in information retrieval applications. There are several methods to make
a tree structure (it is usually called as a dendrogram[7]) for the HACM. We use
group average link, and Ward’s method among the clustering methods. The
advantages of each method are well compared in the literature[13][14]. There are
three approaches to the implementation of the general HACM. Among them, we
use the stored matrix approach. We first calculate a N by N matrix containing
all pairwise dissimilarity values using an association of measure function, and the
Lance-Williams update formula makes it possible to re-calculate the dissimilarity
between cluster centers using only the stored values. Eq. (2) shows the update
formula, and Table 1 shows its parameters[7].

dCi,jCk
= αidCiCk

+ αjdCjCk
+ βdCiCj + γ|dCiCk

− dCjCk
| (2)

3.2 Proposed Ranking Methods

In our web image retrieval, we utilize the retrieved results from keyword-based
retrieval which is commonly used as web image retrieval systems; then the results
are re-ranked with the proposed ranking approach. Fig 1 shows the architecture
and the scope of our approach.

The brief explanation of proposed ranking approach is as follows; we analyze
the top-N retrieval results, and re-ranks images according to the majority-based

Table 1. Lance-Williams parameters

HACM α β γ

Group average link mi/(mi + mj) 0 0
Ward’s method (mi + mk)/(mi + mj + mk) − mk/(mi + mj + mk) 0
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algorithms that we propose. Our basic hypothesis is that the more popular im-
ages have the higher probability to be desirable images. Based on this hypothesis,
we propose the four methods that represent image contents for ranking as fol-
lows.

– Method 1 (majority-first method) : This method is using the majority
property of retrieved images. For this method, we partition the retrieved
images using HACM, and then we order the clusters according to the size
of clusters. In other words, the largest cluster ranks first, and the sequence
of clusters is determined as decreasing order of the size of cluster. After
determining the order of clusters, we ranks the images within a cluster by
distance to a centroid of the cluster.

– Method 2 (centroid-of-all method) : This method uses the centroid of
the whole images of the retrieved results. Thus the centroid is represented
as the average of retrieved images. Using this centroid as a query vector(a
feature vector of a query image), the system is turned into conventional
CBIR; the system ranks the images using a similarity function to this feature
vector.

– Method 3 (centroid-of-top-K method) : This method uses the centroid
of the K top-ranked images. Since there are many undesirable images in
retrieved results, we only select some of top ranked images. We use 20 for K
in the experiments. Like method 2, the centroid is used as a query vector for
the CBIR system to re-rank the results.

– Method 4 (centroid-of-largest-cluster method) : In the fourth method,
we use the centroid of the largest cluster as a query vector for image search-
ing. In this method, we use the effect of the clustering to select a query
vector. We assume the original rank is not important in this method as
different from method 2 and 3.

In our methods, we define the centroid C(AI) of image set AI as follows.

C(AI) =

∑
v∈AI

v

|AI | (3)

where |AI | is a size of AI and v is a feature vector of an image.
Using the four ranking methods and the two clustering methods, we evaluate

the proposed approach in the next section.

4 Experimental Results

4.1 Experimental Environments: Test Collections

We conducted experiments using retrieved images from Naver1, and Google2 for
some keywords : tiger, car, sea, etc. We gathered the top-200 images from results
1 http://www.naver.com is one of the most popular search engines in Korea. This

search engine retrieve the relevant image among over 10 million ones on the web.
2 see http://www.google.com
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(a) Query ”tiger” (data from Naver)
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(b) Query ”car” (data from Naver)
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(c) Query ”sea” (data from Naver)
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(d) Query ”tiger” (data from Google)

Fig. 2. Comparison of retrieval effectiveness: Precision/Recall graphs

of a search engine for experiments, and evaluate the effectiveness in comparing
the precision and recall value. Precision and recall are calculated as follows :
precision = number of relevant retrieved images/total number of retrieved im-
ages, recall = number of relevant retrieved images/number of all relevant images.
For the evaluation, we marked relevant images and irrelevant images manually
about top-200 images. Naver basically use text annotations for image retrieval
in web image album service, and Google use image filenames and frequency of
user selection. Acquired images for our experiments are subject to change, but
tendency of results is similar to our experimental data.

4.2 Results

The goal of the experiment is to evaluate the retrieval effectiveness of the pro-
posed methods. The results of experiments are shown in Fig 2. The results show
precision/recall graphs about initial method(keyword only retrieval) and our four
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(a) the retrieved results from Naver

(b) the retrieved results using the proposed method(centroid-of-largest-cluster)

Fig. 3. The retrieval example using ”tiger” (data from Naver)

methods : majority-first method, centroid-of-largest-cluster method, centroid-of-
all method, and centroid-of-top-20 method. In the case of two methods based on
HACM, the results are reported only for the method(group average link) with
the better effectiveness.

The results in Fig. 2 show that the centroid-of-largest-cluster and majority-
first methods have better effectiveness among four proposed methods. We think
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(a) the retrieved results from Google

(b) the retrieved results using the proposed method(centroid-of-largest-cluster)

Fig. 4. The retrieval example using ”tiger” (data from Google)

that the reason is because other methods contain the more wrong images in
calculating the centroid, and the clustering methods reflect characteristics of
images well.

The retrieval examples of the initial method and our methods are shown
in Fig. 3, and Fig. 4. We used a centroid-of-largest-cluster method and group
average link clustering for these examples. It is clear that relevant images to the
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keyword query are ranked higher in the proposed methods than in the initial
method.

It should be noticed that the effectiveness of the proposed method has im-
proved significantly compared to the initial method. As shown in the results of
experiments, in which case many relevant images are contained in the top-200
results the effectiveness of retrieval has improved significantly(Fig. 2(a)), while
in the case of a few relevant images in the results the effectiveness has improved
a little(Fig. 2(d)) relatively.

The overhead of this algorithm is that it has additional computation time for
constructing the clusters. However, the algorithm has little added computational
time(0.08 second for clustering, 0.02 second for ordering) since it performs on
small number(200) of the images. We performed the experiments using Red Hat
Linux 7.2 and a Pentium III 800 MHz system.

5 Conclusions

In this paper, we have proposed a new ranking approach which is the integration
of results of text and image contents : majority based ranking approach. It has
an advantage that it can use the contents of image in determining the rank of
web images. We compared a keyword-based retrieval method and four proposed
methods in our experiments. Experimental results show that the majority based
approach, especially with the centroid-of-largest-cluster method, has better ef-
fectiveness than the initial method using only text evidence. Since our approach
can use additional information of retrieved images, we believe that the majority
based ranking approach will be a good effectiveness enhancement method com-
pared to a general keyword-based retrieval method. In future work, we plan to
apply other methods using various image features to our approach.
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