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ABSTRACT
The goal of this paper is to introduce a set of techniques we call
semantic combination in order to efficiently fuse text and image
retrieval systems in the context of multimedia information access.
These techniques emerge from the observation that image and tex-
tual queries are expressed at different semantic levels and that a
single image query is often ambiguous. Overall, the semantic com-
bination techniques overcome a conceptual barrier rather than a
technical one: these methods can be seen as a combination of late
fusion and image reranking. Albeit simple, this approach has not
been used yet. We assess the proposed techniques against late and
cross-media fusion using 4 different ImageCLEF datasets. Com-
pared to late fusion, performances significantly increase on two
datasets and remain similar on the two other ones.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information Search
and Retrieval—Retrieval model,Search Process

General Terms
Algorithms,Theory

Keywords
Information fusion, Multimedia retrieval

1. INTRODUCTION
Nowadays, multimedia data are everywhere: from large digital

libraries to the web content, we are surrounded by multimedia in-
formation both in the context of our professional or personal ac-
tivities. For several decades, the multimedia community has been
interested in designing multimedia search systems in order to ac-
cess multimedia collections. Nevertheless, a core challenge that
still makes multimedia information retrieval an open problem is the
“semantic gap”. On the one hand, multimedia data such as images,
videos, are stored in machines into a computational representation
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which consists of low-level features. On the other hand, humans
who search digital collections express their information needs by
using high-level concepts such as keywords. It is a difficult task to
map both representations in order to match the information need of
a user and the items of the collection. In particular, it is very chal-
lenging to automatically extract the semantic content of an image
or a video.

In this paper we are interested in accessing in an efficient way
a multimedia collection made of text/image objects or documents.
In order to better depict the context of this research work let us
take the example of the Wikipedia collection. Traditional systems
rely on text based searches. However, the Wikipedia collection is a
multimedia one where we encounter texts illustrated with images.
Those images can be natural pictures, charts, logos, paintings and
so on. In that case, one could be interested in searching for mul-
timedia objects given a multimedia query which would be here a
set of keywords along with a set of images. There exist many text
based search engines and content based image retrieval (CBIR) sys-
tems that respectively address text search and image search tasks.
This paper particularly focuses on the problem of combining results
provided by both types of systems in the goal of better leveraging
the complementarities of the two modalities to enhance multimedia
information retrieval. Combining two types of information which
are semantically expressed at different levels such as texts and im-
ages is an instance of the “semantic gap” problem.

There has been many research works addressing text/image in-
formation fusion. The intuition behind the technique we are going
to introduce is the following one: since different media are seman-
tically expressed at several levels, one should not combine them in-
dependently as most of information fusion techniques employed so
far do. On the contrary, one should consider the underlying comple-
mentarities that exist between the media when combining them. In
the case of text/image data fusion, it is well-known that text based
search is more efficient than visual based one since it is more dif-
ficult to extract the semantics of an image compared to a text. In
the meantime, basic late fusion approaches showed that we can still
perform better than text based search by combining them with vi-
sual similarities, even with naive approaches. This shows that both
media are complementary to each other despite the differences be-
tween monomedia performances. The goal of this paper is thus to
introduce a set of techniques that better manage the complementar-
ities between text and image search systems when combining them.

The rest of this paper is organized as follows. We first recall prior
art on information fusion in section 2. We claim that state-of-the-art
models are insufficient to handle the type of complementarities that
exists between texts and images. As a result, we propose in section
3, a new approach that allows a better combination of text/image
information fusion. In particular, we claim that the complementar-



ities between texts and images are asymmetric and we propose a
simple yet efficient approach to underline this aspect. To validate
our proposal we experimented with 4 different digital collections of
text/image documents from the ImageCLEF evaluation campaigns.
The results we obtained are detailed and analyzed in section 4. Fi-
nally, we conclude in section 5.

2. PRIOR ART
This paper deals with data fusion problems in multimedia infor-

mation access. More particularly, we are interested in multimedia
objects that are made of a text and an image. There has been an ex-
plosion of such type of digital content for the last years. Likewise,
many popular web applications such as Wikipedia, Flickr and so
on consist of text/image data. As a consequence, the multimedia
community has been interested in developing methodologies and
technologies to access text/image content. As an example, for the
last 10 years, there has been a large effort to carry out evaluation
campaigns in order to boost this research topic. The ImageCLEF
sessions are well-known examples of such meetings where research
groups participate in challenges to address text/image content re-
trieval in real world applications [19]. In that context, studies that
address the problem of combining textual and visual information
in order to bridge the semantic gap are important for our study.
Images are represented by low-level features while texts are repre-
sented by high-level ones and mapping both types of information
is a difficult problem. Ideally, one would like to retrieve images
given a text query that describes the content of the latter. This is
a strong challenge and most of current tools for searching image
collections for example, use a text based image retrieval (TBIR)
approach where the texts around an image or even its filename are
indexed.

Regarding text/image retrieval, we generally observe better per-
formances for text based image search systems compared to content
based image retrieval (CBIR) systems. However, most of research
works in text/image information retrieval have shown that combin-
ing text and image information even with simple fusion strategies,
allow one to increase multimedia retrieval results. It is admitted
that as long as the modality dependencies are well exploited, data
fusion is beneficial to multimedia retrieval [13]. In the survey paper
[16], it is pointed out that one of the major challenges in multimedia
information retrieval is “multi-modal analysis and retrieval algo-
rithms especially towards exploiting the synergy between the var-
ious media including text and context information”. Accordingly,
in the literature, there has been many works covering text/image in-
formation fusion. Most of the techniques developed in that context
fall in three different categories : early fusion, late fusion and trans-
media fusion. We attempted to characterize these three families of
approaches by distinguishing the inherent steps that they are made
of. This is summarized in Figure 1.

The early fusion approach consists in representing the multime-
dia objects in a multimodal feature space designed via a joint model
that attempts to map image based features with text based features.
The simplest early fusion method consists in concatenating both
image and text feature representations. However, more elaborated
joint models such as Canonical Correlation Analysis have been in-
vestigated [18, 14, 28, 26].

On the contrary, late fusion and transmedia fusion strategies do
not act at the level of the monomedia features representations but
rather at the level of the monomedia similarities [7, 4]. In these
contexts, we assume that we have monomedia retrieval systems that
are efficient and thus that it is better to combine their respective
decisions rather than attempting to bridge the semantic gap a priori
that is to say at the level of the features.
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Figure 1: Early, late and transmedia fusion.

Concerning late fusion techniques, they mainly consist in merg-
ing the monomedia similarity profiles by means of aggregation func-
tions. In that case, the simplest aggregation technique used is the
mean average [10] but more elaborated approaches have been stud-
ied (e.g. [5]).

As far as transmedia fusion methods are concerned, diffusion
processes that act as a transmedia pseudo-relevance mechanism are
used instead of simple aggregation functions as compared to late
fusion methods. The main idea is to first use one of the modalities
(say image) to gather relevant documents (nearest neighbors from
a visual point of view) and then to switch to the other modality
(text representations of the visually nearest neighbors) and aggre-
gate their (text) profiles (see for example [12, 17, 1]).

In many experiments reported in the literature [19], it has been
shown that either late fusion or transmedia fusion approaches have
been performing better than early fusion techniques. Consequently,
we are focusing on those techniques and more particularly, we in-
troduce in the sequel the baseline techniques we are going to com-
pare our proposal to.

We assume that we have a multimodal query q and two experts
st and sv . st represents the text based similarity between the tex-
tual representation of q and the text part of the multimedia objects
d within the collection we want to search. Likewise, sv is the simi-
larity scores obtained using a content based image retrieval system
given the image(s) (visual part) of q.
• Late Fusion

It consists in running the visual and textual experts independently.
Then, each expert returns a list made of its top-K most similar
items. After having normalized the two scores’ distributions so
that they belong to the same scale ([0, 1] in practice), the visual and
textual scores are linearly combined as follows:

sLate(q, d) = nz(d)γ (αtN(st(q, d)) + αvN(sv(q, d))) (1)

where N is a normalization operator that transforms a set of sim-
ilarity scores in order to have values between 0 and 1 ; αt = α,
αv = 1 − α are weights that sum to 1; nz(d) ∈ {0, 1, 2} is
the number of experts for which d appears in the top-K list; and
γ ∈ {0, 1} is a parameter. When γ = 0 it gives the classic arith-
metic mean average (also refered as late fusion in the paper) while
γ = 1 leads to the so-called CombMnz fusion operator. Besides,
the weights αt, αv allow one to give an asymmetric importance to



Figure 2: Wikipedia Image Query 67: “white house with gar-
den”

the media, as one can set a higher weight to the expert that should
be trust the most. Generally, these weights are set manually. As
it was pointed out in [9], late fusion is the most used technique in
text/image information fusion.
• Image Reranking

Another popular choice in text/image fusion is called image rerank-
ing [25, 2]. It consist of two phases: first a text search is used,
then the returned objects according to st are reordered but accord-
ing to the visual similarity sv . In other words, image reranking
constrains the visual system to search among the set of objects that
was returned by the text search instead of the entire collection. This
approach can be formulated as follows :

sRerank(q, d) = I{d∈KNNt(q)}sv(q, d) (2)

where KNNt(q) denotes the set of the K most similar objects to q
according to the textual similarities st and, I{A} = 1 if proposition
A is true and I{A} = 0 otherwise.
• Cross-Media Similarities

The cross-media similarity proposed in [7] is an approach that is
part of the transmedia fusion category. It can be written as follows:

sX(q, d) = αtst(q, d) + αv
X

d′∈KNNv(q)

sv(q, d′)st(d
′, d) (3)

where KNNv(q) denotes the set of the K most similar objects to
q using visual similarities sv , and st(d′, d) is the textual similarity
between the items d and d′ of the collection.

3. SEMANTIC COMBINATION
When text is used as query, only a few keywords are usually

provided. In contrast, when image is used as query, “all the infor-
mation it contains” is provided to the system. Indeed, it is generally
said that “a picture is worth a thousand words” but in the context
of information retrieval, which word(s) is meant when an image is
used as a query ? CBIR systems attempt to find visually similar im-
ages but in many cases we are rather interested in some underlying
semantic meanings of an image.

To illustrate this ambiguity, we asked several users to choose
words that would help a system to find images “semantically” sim-
ilar to the one shown in Figure 2. Users chose "house", "country
house stately home", "fancy house", "wealthy house", "house out-
side", "house, trees, grass and clouds", "manor park", "mansion
park stormy weather", "residence mansion park". This picture was
used as an image query in one of the ImageCLEF tasks. None of
the users who were asked, gave the actual text query that was used
with this image: white house with garden. This simple (and lim-
ited) user test actually suggests that images can be interpreted in
several ways. Can we expect visual features to correctly represent
the semantics of an image when even humans do not agree on the

semantic this image conveys ? Moreover, visual features are known
to be lower level features than text with respect to a semantic scale:
color and texture features do not fully describe a concept such as a
word can. Even with so-called “high-level features” such as bags-
of-visual words (BOV) or Fisher Vectors [8, 21], we need to train
an image classifier per concept with many labeled images to be able
to transform these low-level features into higher level concepts.

These “high-level” image features incorporate more relevant in-
formation, but they should be exploited accordingly. Let us further
illustrate those statements using Figure 3. In the first row, we show
one of the ImageCLEF Wikipedia query “sharks underwater” with
the associated query images. Top retrieved images obtained by the
visual expert (second row) are indeed visually similar (blue back-
ground with fish like shapes) to the image queries. Yet, they miss
an important aspect of the query: none of them actually contains a
shark. This information can easily be inferred from the text query.
This typical example shows why visual runs get poor performances
compared to text runs. For instance, for the ImageCLEF Wikipedia
challenge, visual runs obtain 4% of MAP (Mean Average Preci-
sion) whereas textual runs reach above 20% of MAP. Visual runs do
retrieve similar images but they completely ignore the underlying
semantic. The last row of Figure 3 shows the results we obtained
with the method we propose.

We can summarize the above observations in the following points:

• There is a semantic mismatch between visual and textual
queries: image queries are ambiguous for humans from a
semantic viewpoint. Fusion techniques should be asymmet-
ric since text and image are expressed at different semantic
levels.

• Visual techniques do work and are effective to retrieve vi-
sually similar images but they usually fail in multimedia re-
trieval due to the semantic mismatch.

Therefore, this difference in semantic levels should result in an
asymmetry when considering the two different media. However,
state-of-the-art multimedia fusion systems rely on symmetric sche-
mas such as late fusion or CombMnz operator. These fusion op-
erators can only express a “weak asymmetry” by different choices
of αt and αv (e.g. in in Eq. (1)). In what follows, we propose a
semantic filtering method which, when associated to the late fusion
approach, leads to better results even without guessing or learning
the different weights for each modality.

Previous analysis and several reports on ImageCLEF challenges
showed that:

1. Late fusion is able to outperform text based systems

2. Image reranking tends to have lower performances than tex-
tual based systems as several ImageCLEF participants no-
ticed1.

Note that, an interesting way to start addressing the semantic
mismatch is to use the image reranking technique. In fact, by en-
forcing the visual system to search among the set of retrieved ob-
jects by the text expert, we somehow impose that images visually
similar to the query images share a common semantic (given by
the textual query). However, while in this way image reranking
does alleviate the semantic mismatch, it does not take into account
the textual scores explicitly. This observation led us to defend the

1E.g. in [25]: “Multimodal runs involved a k-NN inspired visual
reranking of textual results and actually degraded the final quality
of results.”.



Figure 3: Multimodal query and results on the ImageCLEF Wikipedia Dataset. Top row displays the text query and its two associated
images. Middle row shows the most similar objects according to visual similarities. Bottom row shows the results of our semantic
combination of text and image.

Query: “sharks underwater”

following argument: image reranking is not really a fusion of tex-
tual and visual information. It is a visual similarity corrected by a
semantic filter and we could do better.

Consequently, if image reranking is “rather” a visual method,
the textual similarity should also be taken into account. Therefore,
what we propose is to combine image reranking with late fusion in
order to overcome their respective weaknesses. The strength of im-
age reranking is to realign the visual system to search in a relevant
subset with respect to the semantic viewpoint, while the strength of
late fusion relies on a well performing text expert. While our pro-
posal seems to be simple, we argue that the combination of image
reranking and late fusion has not been tried before, to our knowl-
edge, due to a conceptual gap. Indeed, in the community, image
reranking is seen as a combination of text and image. So generally,
it is assumed that adding the text scores would lead to no extra gain
since the text was already used. For example, [2] explains that:
“Thus, the textual module works as a filter for the visual module,
and the work of the visual module is to re-order the textual results
list. In this way, there has not been used an explicit fusion algo-
rithm to merge the textual result list and the visual result list.”

We will show, through our experiments, that on the contrary,
combining textual scores with image scores that went through a se-
mantic filter beforehand is a winning strategy since it significantly
outperforms both the late fusion and the image reranking results.

To present our semantic combination we first introduce the se-
mantic filtering of image scores according to the text expert:

SF (q, d) =

(
1 if d ∈ KNNt(q)

0 otherwise
(4)

where KNNt(q) denotes the set of the K most similar objects to
q according to the textual similarities. After normalization, the se-
mantically filtered image scores are combined with the text ones:

sLSC(q, d) = αtN(st(q, d)) + αv(N(SF (q, d)sv(q, d))) (5)

where αt = α and αv = 1− α are positive weights that sum to 1.
We call this method Late Semantic Combination (LSC).

Eq. (5) can be simply interpreted as a late fusion between the text
retrieval and the image reranking method. Another combination
method is the non-parametric CombProd operator, where the scores
are multiplied by each other. This is rank equivalent to a geometric
mean of the scores. We call such a combination Product Semantic
Combination (PSC) , which amount to rank documents with:

sPSC(q, d) = N(st(q, d))×N(SF (q, d)sv(q, d)) (6)

Note that for both aggregation methods, the idea is that the sys-
tem considers only image scores for documents that were retrieved
by the textual expert among the top-K. Hence, the selection of
these K multimodal documents can be seen as a semantic filtering
of the corresponding images before the fusion. While this function
seems to be quite simple, it has several advantages. On one hand,
we will show in the experiments that this simple strategy allows
us to obtain significant improvements over late fusion and image
reranking. On the other hand, we also gain in terms of computa-
tional cost as we only need to compute visual similarities between
the query and the filtered objects. Indeed, instead of letting the two
experts search and rank independently, we first run the textual ex-
pert and provide the top-K list to the visual expert. In that way, the
system becomes scalable even for very large datasets2.

4. EXPERIMENTS
We tested and compared the proposed approach to state-of-the-

art fusion techniques using 4 different ImageCLEF datasets:

• IAPR. The IAPR TC-12 photographic collection consists of
60 topics and 20,000 still natural images taken from locations
all around the world and including an assorted cross-section
of still natural images [11]. This includes pictures of differ-
ent sports and actions, photographs of people, animals, cities,
landscapes and many other aspects of contemporary life. Im-
age captions include the title of the image, the location from
which the photograph was taken, and a semantic description
of the content of the image (as given by the photographer).

• BELGA. The Belga News Collection contains 498,920 im-
ages from Belga News Agency, which is an image search
engine for news photographs. Each photograph will be up to
a maximum of 512 pixels in either width or height, accom-
panied with a caption composed of English text up to a few
sentences in length. Each caption can contain the date and
the place where the image was captured. From this collec-
tion we used only the subset of 73240 images for which rel-
evance judgements were provided and topics without cluster
information (topic 26 to 50).

2Current retrieval systems such as Google, Yahoo, Bing are able
to handle several millions even billions of documents and retrieve
relevant documents based on textual queries in few seconds. On the
contrary even with one of the best state-of-the-art CBIR systems
(e.g. [22]), the content based image retrieval performances are far
lower than text based ones.



• WIKI. The Wikipedia collection consists of 70 topics and
237,434 images and associated user-supplied annotations in
English, German and/or French. In addition, the collection
contains the original Wikipedia pages in wikitext format from
where the images were extracted.

• MED. The medical image collection consists of 16 topics
and 77,477 medical images of different modalities, such as
CT, MR, X-Ray, PET microscopic images but also graphical
plots and photos. In the ad-hoc retrieval task [20], the partic-
ipants were given a set of 16 textual queries with 2-3 sample
images for each query. The queries were classified into tex-
tual, mixed and semantic queries, based on the methods that
are expected to yield the best results. In our experiments we
did not consider this explicit query classification, but handled
all queries in the same way.

4.1 Text Representation
Standard preprocessing techniques were first applied to the tex-

tual part of the documents. After stop-word removal, words were
lemmatized and the collection of documents indexed with Lemur3.
We varied the model for text retrieval including state-of-the-art
methods such as standard language models and information mod-
els [30, 6]. The idea of language models is to represent queries
and documents by multinomial distributions [29, 24]. Those distri-
butions are estimated by maximizing their likelihood. Then, doc-
ument distributions are smoothed with a Dirichlet Prior and the
Cross-Entropy4 measure was used to rank documents:

st(q, d) = CE(q|d) =
X
w

p(w|q) log p(w|d) (7)

Information models can be introduced as follows: the more a word
deviates in a document from its average behavior in the collection,
the more likely it is “significant” for this particular document. This
can be easily captured in terms of information. For example, if a
word has a low probability of occurrence in a document, accord-
ing to the distribution collection, then the amount of information
it conveys is more important if it appears. Term frequencies are
first normalized and a log-logistic distribution is chosen to model
the frequencies Tfw of a given word in a collection. Documents
are ranked by using a mean information over each query term: xwd
notes the discrete term frequency of w and twd a normalized fre-
quency of w in d.

st(q, d) =
X
w

−xwd logP (Tfw > twd) (8)

As there are small differences between the performances of dif-
ferent families of text models, we used in our experiments language
models for IAPR and MED and information models for BELGA,
WIKI datasets. Additional experiments when the text model changes
are not included here. Instead, we focus on varying the image rep-
resentation in order to cover a wider range of performances.

4.2 Image Representation
As for image representations, we experimented with two popular

approaches, the BOV [27, 8], where an image is described by a his-
togram of quantized local features and the Fisher Vector, proposed
in [21]. Both of them are based on an intermediate representa-
tion, the visual vocabulary, built on the low-level feature space. We

3http://www.lemurproject.org/
4Actually, the Cross-Entropy multiplied by −1.

mainly used two types of low-level features, the SIFT-like Orien-
tation Histograms (ORH) and the local RGB statistics (COL) and
built an independent visual vocabulary for each of them.

The visual vocabulary was modeled by a Gaussian mixture model
(GMM) p(x|λ) =

PN
j=1 wiN (x|µi,Σi), where each Gaussian

corresponds to a visual word. In the BOV representation, the low-
level descriptors are transformed into the high-levelN -dimensional
descriptor (where N is the number of Gaussians) by cumulating
over all low-level descriptors xt for each Gaussian the probabili-
ties of generating a descriptor:

γ(I) = [

TX
t=1

γ1(xt),

TX
t=1

γ2(xt), . . . ,

TX
t=1

γN (xt)] (9)

where

γi(xt) =
wiN (xt|µi,Σi)PN
j=1 wjN (xt|µj ,Σj)

. (10)

The Fisher Vector [21] extends the BOV by going beyond count-
ing (0-order statistics) and by encoding statistics (up to the second
order) about the distribution of local descriptors assigned to each
visual word. It characterizes a sample X = {xt, t = 1 . . . T} by
its deviation from the GMM distribution:

Gλ(I) =
1

T

TX
t=1

∇λ log

(
NX
j=1

wjN (xt|µj ,Σj)

)
. (11)

To compare two images I and J , a natural kernel on these gradi-
ents is the Fisher Kernel [21].

K(I, J) = Gλ(I)>F−1
λ Gλ(J), (12)

where Fλ is the Fisher Information Matrix. As F−1
λ is symmetric

and positive definite, it has a Cholesky decomposition denoted by
L>λLλ. Therefore K(I, J) can be rewritten as a dot-product be-
tween normalized vectors Γλ with: Γλ(I) = LλGλ(I) which we
refer to as the Fisher Vector (FV) of the image I . Given the vi-
sual parts of a query q and a document d, we thus use K(q, d) =
sv(q, d) as the visual similarity measure.

As suggested in [23], we further used a square-rooted and L2-
normalized versions of the BOV and FV and also built a spatial
pyramid [15]. Regarding the pyramid, we repeatedly subdivide the
image into 1, 3 and 4 regions: we consider the FV of the whole
image (1x1); the concatenation of 3 FV extracted for the top, mid-
dle and bottom regions (1x3) and finally; the concatenation of four
FV one for each quadrants (2x2). We used the dot product (linear
kernel) to compute the similarity between the concatenation5 of all
FV for ORH and COL.

4.3 Experimental results
Table 1 shows the Mean Average Precision (MAP) for the 4

datasets when the Spatial Pyramid of ORH and COL Fisher Ker-
nel model of images is used. Late fusion results are given when the
weights α are optimized on all queries of one dataset. Similarly,
the cross-media parameters are optimized to provide the best per-
formances. In that case, the optimal number of nearest neighbors
K in Eq. (3) is 4 for IAPR, 1 for BELGA, 42 for WIKI and 2 for
MED. We also provide the results obtained with cross-media when
the best number of nearest neighbors is unknown and manually set
to 3.

Table 1 allows us to compare the best late fusion, the best cross-
media, the best image reranking and the proposed LSC (Eq. (5))
5Note that we do not need to explicitly concatenate all these vectors
as 〈[u, v], [u′, v′]〉 = 〈u, u′〉+ 〈v, v′〉.



Model Collection IAPR BELGA WIKI MED
st 26.3 56.2 20.5 31.4
sv 22.1 3.3 5.5 0.9

Best Late Fusion 34.0 56.2 21.9 31.4
Image Reranking 27.6 42.4 19.4 8.3

CombMNZ 33.5 56.0 23.7 27.8
Best Cross-Media 42.1 57.0 21.6 31.4

Cross-Media with K=3 40.5 56.6 20.6 31.4
Best PSC 34.8 56.2 26.5 33.8
Best LSC 35.4 56.3 26.6 36.9

Table 1: Mean Average Precision (%) results using Fisher Ker-
nel representation for images (LSC, PSC: K=1000 for SF ).

and PSC (Eq. (6)) models. Furthermore, in Figure 4 we show the
variation of the MAP for late fusion, CombMnz, Cross-Media and
LSC when we vary α (α ∈ [0, 0.1, 0.2, ..., 1]). From Table 1 and
the plots in Figure 4 we can have the following conclusions:

• LSC outperforms PSC even without tuning the α parameter.

• LSC generally achieves better results then late fusion, image
reranking and CombMnz on all datasets but the BELGA one,
where none of these techniques is able to significantly out-
perform the performance obtained with the text based system
(α = 1). Moreover, performances are significantly increased
by more than 17% on WIKI and by more than 23% on MED
compared to the best late fusion.

• LSC is more robust than late fusion with respect to the choice
of α. Even with α = 0.5 (equal weighting) the LSC fusion
results are better or very close to the best performance of late
fusion on all datasets.

• The cross-media method outperforms all methods on IAPR
and BELGA datasets. However, it is outperformed by late
fusion, LSC, PSC on the two other sets (WIKI and MED).
This shows that the performances of the cross-media method
highly depend on the dataset and on the relation between
texts and images in the collection as well. Indeed, while the
text is rather aligned to the image in IAPR and BELGA (the
texts actually depicts the content of an image), the captions
of WIKI and MED are more complementary. Thereby, note
that we considered here the optimal α and the optimal K in
Eq. (3) and these values are not known a priori in general.

• LSC which relies on semantic filters can improve pure text
results even when the cross-media fails to do so.

• The implementation of textual, visual systems and cross -
media are competitive as they reach state-of-the-art perfor-
mances. For example, best published results were 32% of
MAP for IAPR in 2007, 35.6% of MAP for MED in 2010
and 27.7% of MAP for WIKI in 2010. Hence, the proposed
methods are comparable or outperform the best published re-
sults of several ImageCLEF campaigns.

To sum up, the ranking based on LSC is much more robust than
the ranking based on the cross-media similarities. We can also see
that LSC seems to have less variation of performances when we
vary α. Moreover, α = 0.5 (equal weighting) gives good results
on all datasets. This is very interesting for several applications as in
many cases there is no training data available to estimate the best
α (and the best K for the cross-media). Hence, the only param-
eter our method relies on is K in Eq. (4), which is the number

K 200 500 800 1000 1200 1500
IAPR 30.6 34.7 35.2 35.4 35.4 35.4
WIKI 24.5 25.6 26.2 26.6 27.2 27.7
MED 32.3 36.1 36.8 36.9 36.9 36.9

Table 2: Best performances of LSC for different K (for SF ) on
different datasets.

of top documents we consider regarding the semantic filter. This
parameter does impact the overall performances as Table 2 shows.
However if we considerK not too small (e.g greater than 1000) the
improvement becomes less important.

Finally, Figure 5 shows the best performances of late fusion and
the LSC method (α optimized) when the image representation is
changed. Image representations include several BOV with differ-
ent numbers of Gaussians, different sizes of Fisher Vectors based
on only ORH or both ORH and COL and with or without using
a Spatial Pyramid of FV. For each image representation, the best
performance with late fusion and the LSC method is shown on the
corresponding datasets. We recall that text baselines reach 26% of
MAP on IAPR and 20.5% of MAP on Wikipedia. These figures
show that despite the very poor performances of some of the vi-
sual experts, both fusion methods are able to take advantage of the
visual information to improve the text based system, showing that
visual and textual are indeed complementary as claimed previously.
However, the gain for the proposed method, LSC, is always much
higher than late fusion, showing that it better exploits the “asym-
metric” complementarity between texts and images and that it also
handles the potential noises better.

As for illustration, we show in Figure 4.3 the top seven results
found by late fusion against the LSC method for another Wikipedia
query. In that example, we can see that the LSC fusion finds more
relevant documents at early precision than the late fusion.

5. CONCLUSION
Different media, such as texts and images, are expressed at dif-

ferent semantic levels. As a result, one modality usually outper-
forms the other one when accessing a multimedia collection by
means of monomedia search systems. Despite this observation,
media are in fact complementary and their aggregation can improve
the retrieval performance. In this paper we discussed common pit-
falls in multimedia information retrieval: the underlying semantic
asymmetry between text and visual information and the potential
ambiguity of visual queries. These observations suggest that vi-
sual expert should be used to rank documents only in a subset of
the collection: the subset found by the text expert. Then, we pro-
posed a way to correct state-of-the-art fusion methods such as late
fusion with semantic filters in order to go beyond image reranking
techniques. Finally, we validated our new fusion models with ex-
periments on 4 benchmark datasets. We showed that the proposed
semantic combination models for textual and visual information fu-
sion can significantly improve multimedia retrieval performances
while being more robust with respect to the choice of the mixing
parameter.
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