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ABSTRACT
Online photo sharing systems, such as Flickr and Picasa,
provide a valuable source of human-annotated photos.Textual
annotations are used not only to describe the visual content
of an image, but also subjective, spatial, temporal and social
dimensions, complicating the task of keyword-based search.
In this paper we propose a method that exploits visual an-
notations, e.g. notes in Flickr, to enhance keyword-based
systems retrieval performance. For this purpose we adopt
the bag-of-visual-words approach for content-based image
retrieval as our baseline. We then propose to use rank ag-
gregation over the top 25 results obtained with a set of visual
annotations that match the keyword-based query.

The results on retrieval experiments show significant im-
provements in retrieval performance when comparing the
aggregated approach with our baseline, which also slightly
outperforms text-only search. When using a textual filter
on the search space in combination with the aggregated ap-
proach an additional boost in retrieval performance is ob-
served, which underlines the need for large scale content-
based image retrieval techniques to complement the text-
based search.

Categories and Subject Descriptors
H.3.1 [Information Storage and Retrieval]: Content
Analysis and Indexing

Keywords
Image retrieval, visual annotations, rank aggregation

1. INTRODUCTION
The popularity of recent on-line photo sharing services,

such as Flickr [11] and Picasa Web [23], has produced very
large, continuosly growing, corpora of human-annotated dig-
ital images, where millions of photos are uploaded and an-
notated on a daily basis. The annotations provided by users
are essential to make photos retrievable by search engines,
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as keyword-based search is the de-facto model for query for-
mulation on the Web.

However, retrieval models that are generally effective for
text retrieval do not work as well for text-based image re-
trieval. Three factors complicate the matters for text-based
retrieval. First of all, textual annotations of images are
rather sparse and short as most users use only a few key-
words to annotate their photos. Furthermore, the annota-
tions provided do not solely serve the purpose of describing
the visual content of a photo. Annotations often include
spatial, temporal, and social references, as well as subjec-
tive/personal descriptions. This further diffuses the results
achieved with keyword-based search on images. Finally, the
keyword-based query formulation is powerful, but lacks the
expressiveness that is inherent in an image. It is difficult
for a user to express the visual characteristics of the desired
image only using textual clues.

The latter problem has been extensively studied in content-
based image retrieval, where the objective is to include the
visual characteristics of an image into the search process.
Using the query by image content (QBIC) search paradigm
similar images are retrieved for a given sample image by ex-
tracting visual features from all the images in the collection.
The down-side of this approach is that the user need to be-
gin the query process with a sample image. Alternatively,
high level concepts are derived for the low level features
that are extracted from the image content. The problem
with this approach is often referred to as the semantic gap
problem [13], where for each concept a special concept de-
tector is needed to translate the user information need into
low-level image features. The latter makes the approach less
suitable for widespread application on the Internet, where
no domain restrictions are in effect.

In this paper we propose a method that deploys visual an-
notations, e.g. notes in Flickr, to enhance the retrieval per-
formance of key-word based queries. With a note, the user
can highlight a certain region in the photo and associate a
tag (label) with the region. To illustrate this, Figure 1 shows
examples of notes with the tag “British telephone booth”.
Though people annotate notes in a similar fashion as they
annotate photos, i.e. their intentions are diverse, the bound-
ing box on the region makes the note a good candidate for
a visual query.

For that purpose we adopt the bag-of-visual-words ap-
proach for content-based image retrieval introduced by Sivic
et al. [24] as our baseline system. Generally speaking, the
retrieval performance for content-based image retrieval is
lower than the performance of keyword-based image retrieval.



Figure 1: Examples of visual annotations for a tele-
phone booth.

In this paper, we therefore explore two complementary paths.
On one hand, we are interested in combining visual and tex-
tual search to improve the precision of our search results. In
addition we want to exploit the large set of visual annota-
tions that form the collective knowledge in Flickr.

One advantage of using the visual annotations in Flickr
is that there are many examples that can serve as input
for the retrieval process. We therefore propose to use rank
aggregation for merging the result sets obtained with the
content-based image retrieval system that is fed with the vi-
sual annotations, which match a given keyword-based query.
Rank aggregation is primarily used by meta-search engines,
where the results from different search engines are merged
into a new ranked list of results. A simple, and commonly
used method is the Borda count model [3] that assigns a
score to each element in the set of ranked lists, and then
sums the scores for each individual element.

Based on a retrieval performance experiment we evaluate
and compare the performance of tag-only search, content-
based image retrieval using visual annotations, and content-
based image retrieval using visual annotations in combina-
tion with rank aggregation. For that purpose we sampled
a collection of annotated photos from Flickr, defined a set
of topics based on frequent searches in Flickr, and created a
set of 10 visual annotations for each topic.

The remainder of this paper is organised as follows. Sec-
tion 2 presents the related work on media annotation, content-
based image retrieval, and rank aggregation. In Section 3 we
then describe the system for content-based image retrieval,
and introduce the method for rank aggregation of the results
for the visual annotation in Section 4. The set-up and re-
sults of the retrieval performance experiment are presented
in Section 5 and the conclusions and future work is discussed
in Section 6.

2. RELATED WORK
Photo sharing systems allow the user to search image col-

lections by submitting a keyword-based query. The images
are then retrieved using sophisticated text retrieval models.
This type of search is based on the text that describes the
images, such as their title, description, and tags. Photos
in Flickr contain different types of meta-data, ranging from
technical details to more subjective information. At low
level, they contain information about the camera, shutter
speed, rotation, etc. At a higher level, the user that up-
loaded the image can include a title and description, which
are more likely to be used to describe the image as a whole.

The use of tags permits the user to describe the what he
thinks is relevant to the image using simple keyword combi-
nations.

Ames and Naaman [1] present a qualitative study de-
scribing the motivations behind users tagging their pictures.
They defined two main dimensions of the motivations: social
and functional, and characterized the motivations whether
they were used for themselves or their family (social), or
as a way of complementing the context of the image (func-
tional). Furthermore, Dubinko et al [8] show that tags not
only describe the specific contents of the images, but also
additional information. They observed recurring categories
such as: events (e.g. “Valentine’s days” or “Thanksgiving”),
personalities (e.g. “Pope”), and social media tagging (e.g.
“What’s in your fridge”). Another important characteris-
tic of tag-based systems is the way people use the tags. In
Marlow et al [18] they analyzed the tags used to describe
the images, and observed that most users have few distinct
tags, while a small group of users have large sets of tags.

The variety in which users tag their photos, has an im-
pact on retrieval. As a consequence, tag-only search can
become very noisy. We therefore argue that it is important
to include the intrinsic information of the image into the
retrieval process. In this paper we are interested in using
the visual content of an image. The literature in this area
is extensive, but in the context of this paper we can limit
ourselves to the state of the art in image object retrieval.
Furthermore, we are interested in approaches that can be
applied at large on the Internet without training a large set
of concept detectors [25].

Sivic and Zisserman [24] introduced the bag-of-visual-words
architecture, and successful results have been reported for
object retrieval on a large image collection containing build-
ings in Oxford. For every image in the collection, affine re-
gions are extracted, and described by a SIFT [16] descriptor.
This set of vectors are quantized to build a visual vocabulary
as proposed in [7]. This approach allows to represent every
image as a set of visual words, hence making it possible to
describe them with a weighted vector and use standard text
retrieval techniques to determine the similarity between im-
ages. Since the spatial arrangement of the visual words is
crucial, they add a simple constraint to the spatial distribu-
tion of words. We adopt this approach as the baseline for
our research.

In [24] a region of a video frame is selected to obtain all
the frames in the video where the selected object appears.
Based on this work, Philbin et al [22], have built a large-
scale object retrieval system using a combination of images
extracted from Flickr and images from the Oxford build-
ing database. A query image is submitted and a set of
ranked images is returned. They presented considerations
for building a visual vocabulary and tested their results us-
ing building landmarks. In addition, Chum et al [5], presents
a query expansion approach, where some of the retrieved
images were used to reformulate the original image query
improving the results obtained in [22].

This line of research uses an image query as input for the
retrieval system. We envision that the information obtained
from the tags, as well as the information contained in the
image must be combined to obtain better results, in order
successfully use a keyword-based query to search over the
collection. In [15], an analysis of the patterns is presented
that exist between the visual words of images that share a



common set of tags.
In our research we deploy visual annotations, e.g. notes

in Flickr, that associate a label to a region of the image.
An example of visual annotation is shown in Figure 1. This
type of annotations are valuable, since the associated text is
highly relevant to the highlighted area in the image, Given
a keyword-base query, it is possible to obtain a set of visual
annotations that can be used to search over the collection
based on the content of the image. This will lead to par-
tial list of results from several sources (each of the different
visual annotations). It is then necessary to decide how to
merge these results. This problem can be compared to the
problem of determining the ranked list of winners in an elec-
tion. A simple, and commonly used method is the Borda
count model [3] that assigns a score to each element in the
set of ranked lists, and then sums the scores for each in-
dividual element. Various methods have been proposed for
rank aggregation on the Web, in the context of meta-search
engines [10, 9, 2]. To the best of our knowledge it is the
first time this approach is applied to keyword-based image
retrieval using visual annotations. Aslam and Montague [2]
investigate the problem of meta-search and compare differ-
ent models. Their results show that Borda count is a simple
and efficient algorithm with good performance. For this rea-
son, we use this mechanism in the aggregation stage of our
system

Our work is inspired by the state of the art methodologies
for image retrieval which we aim to extend by combining
textual and visual information to improve retrieval perfor-
mance, and specifically precision.

3. CONTENT-BASED IMAGE RETRIEVAL
In this section, we describe the system for image (object)

retrieval. As a baseline, we adopt the framework proposed
by Sivic and Zisserman in [24, 22] to handle the retrieval
of photos based on visual characteristics. They successfully
applied this framework on a domain-restricted collection to
detect the same object in different photos, i.e. in their exper-
iments they focussed on detecting near-identical representa-
tions of buildings in Oxford. Their results are promising
both in the dimension of scalability and retrieval perfor-
mance.

In short, the framework consists in the following steps, for
which a parallel with text retrieval can be made:

1. Extract visual features (salient regions) from the im-
ages in the collection, and describe them with a high-
dimensional descriptor.

2. Build a visual vocabulary from the high-dimension de-
scriptions by quantising and clustering them into a
vocabulary of visual words. In this step, the high-
dimensional descriptions are lemmatised into similar
visual words. Each image can then be described as an
histogram of visual words.

3. Using the bag-of-words approach, existing text-retrieval
model can be invoked to build an index over the image
collection, and similar image can be found using the
query by image content paradigm.

4. Finally, a post-retrieval step is needed to re-rank the
results to take the spatial structure of the image into
account, which is vastly more dominant in image re-
trieval, than in text retrieval [24].

In the sections below, we provide a more detailed outline
of this approach, complemented with some of the implemen-
tation specifics used in our experiments. After explaining
the baseline system, we present our approach for aggrega-
tion of visual annotations in Section 4.

3.1 Feature Extraction
In the literature, many approaches to extract visual in-

formation (features) from images have been proposed [20].
A combination of these features is typically used to retrieve
similar images. In our work, we limited ourselves to extract-
ing high-dimensional region descriptors from images, based
on Harris affine and Hessian affine regions, as introduced by
[19], because of their invariance to rotation, translation and
scale. Harris affine regions are based on the points obtained
with the Harris detector, which are later processed obtain-
ing affine viewpoint covariant regions that represent corner
structures. On the other hand, Hessian affine regions are
based on processing the points obtained by the Hessian de-
tector, resulting in affine viewpoint covariant regions, which
represents blob structures.

When processing the image collection we extracted on av-
erage 1,000 Harris regions and 1,066 Hessian regions per
image. Each region is then described using a 128-dimension
SIFT [16] descriptor. Figure 2.1 shows the extracted Harris
regions for one of the images in our collection. When a vi-
sual annotation is drawn over the image to mark an object,
we can select only the feature descriptors that are inside the
bounding box of the annotation (see Figure 2.2), and ulti-
mately, as shown in Figure 2.3, we only use those features
to describe the object as input for searching.

1 Extracted regions. 2 Overlaying a visual
annotation.

3 Features describing
the object.

Figure 2: Example feature extraction.

3.2 Visual Vocabulary
Once features have been extracted from the images in the

collection, a visual vocabulary needs to be build. The vocab-
ulary can be generated by clustering the SIFT descriptors
into k clusters. Based on a learned clustering model a vi-
sual word, a cluster label, is associated with all the elements
contained in a cluster. Clustering large amounts of data,
for large values of k, as in this case where k can be in the
order of tens of thousands, is a challenging task. As shown
in [17, 14] approximate k-means clustering can adequately
scale up for this type of task. Similarly, we implemented
an approximate k-means algorithm paired with a kd-tree on
the cluster set. Search for the nearest neighbor in the tree
is carried out using a priority queue for the nodes, which
are ranked according to the distance of the nodes hyper-
rectangle from the query point. Search terminates when the
queue is empty, if the exact nearest neighbor has been iden-
tifies, or after reaching a maximum number of comparisons.
In our clustering model we use only one kd-tree, rather than



several randomized ones, since we found limited benefit from
using several trees, over one tree with a higher threshold for
the maximum number of comparisons. The maximum num-
ber of comparisons was set to 1,200.

We learned the clustering model on a set of 1 million SIFT
descriptors randomly selected from the image collection. We
experimented with various sizes of the vocabulary, ranging
from 1,500 to 10,000 clusters. For the experiment described
here we settled upon a vocabulary of 10,000 words. The
remaining descriptors are classified based on the learned k-
means model. Outlier descriptors are removed from the set:
an outlier is a datapoint whose distance to the nearest cen-
troid is greater than the average distance in that cluster plus
twice the standard deviation of these distances. Similarly to
stop word filtering in text retrieval, we removed the top 2.5%
of the clusters with the largest population. An independent
vocabulary is created for each feature, e.g. Harris affine and
Hessian affine. A third vocabulary of 20,000 words is cre-
ated by merging the vocabularies generated using the two
independent features representations.

3.3 Vector Space Model
Following the traditional bag-of-words approach for text

retrieval, an image can be represented as a weighted-term
vector in the vector space model. Using the analogy to text
retrieval, we used the tf-idf weight of the visual words to
create the corresponding vector. The similarity between the
images can then be measured by calculating the cosine sim-
ilarity of the weighted vectors, obtaining a normalized value
ranging between 0 and 1. Alternatively, we can use one of
the object annotations to search the vector space, to find
images that are likely to contain the object.

3.4 Spatial coherence filter
A limitation of the bag-of-words approach is that all struc-

tural information contained in the image is lost. Although
two images can have a high degree of cosine similarity, the
relative spatial coherence of the visual words between these
two images can be low, which indicates that they are visu-
ally not similar at all. Therefore an analysis of the spatial
arrangement of the visual words between the query image
and each of the retrieved images is needed, as also argued
in more detail in [24, 22].

In the present work we have implemented a simple spatial
coherence filter. For every common visual word between
two images, we analyze the common visual word present in
the surrounding area. This spatial constraint generates an
additional similarity measure that is used to discriminate
images that only have the visual words in common with the
ones that also satisfy the spatial distribution of the elements.

4. AGGREGATED SEARCH WITH VISUAL
ANNOTATIONS

In the introduction of the paper, we have discussed how
users annotate images at large in on-line photo sharing ser-
vices such as Flickr. In particular users can attach labelled
notes to photos on Flickr. Though not as popular as the
photo annotations, notes can be valuable to learn different
visual representations of an object. This observation leads
to the main contribution of this article, where we aim to
improve the retrieval performance by aggregating the result
sets for searches with visual object annotations in photos.

Although the use of textual information in Web image re-
trieval systems has matured, we propose that it can be im-
proved by complementing it with visual information, espe-
cially when the user’s information need is specific, and can
not easily be described by a combination of keywords.

The widespread availability of visual annotations in Flickr
provides us with a base collection of annotated objects where
for each high-level concept a set of visual annotations is
available that can be used to aid the user in his search. The
portion of the image enclosed by the visual annotations con-
tains a set of visual words (as defined in Section 3), that are
mapped to a particular concept defined by the text describ-
ing the annotation. When a user submits a keyword-based
query, the system will use the visual annotations to obtain
images that answer the user query. Each annotation is used
to search for similar images, using the cosine similarity be-
tween the images that have a textual annotation that also
matches the user query. As a result we obtain, for every an-
notation, a set of similar images which are re-ranked using
the spatial coherence filter described in Section 3.4.

In Figure 3 the results for the query “apple logo” are
shown. The top three rows show the top 10 search results
using three different visual annotations. To limit the search
space, we have used a filter on the image tags. Obviously,
this already improves the results when searching with a sin-
gle visual annotation. In the experiment of Section 5 we will
present a comparison of tag-only, tag & visual, and visual
search that illustrates how the retrieval performance is in-
fluenced for each of the different combinations. The bottom
row of Figure 3 shows the aggregated results.

The results from each of the visual annotations can be
seen as individual sources of information that need to be
merged into a single set of results. This problem is similar
to the one of a metasearch engine that needs to combine
search results, or essentially, the combination of any set of
ranked lists. Using the ranked position of the images, the
results are merged using a voting mechanism [3]. Borda
models this problem as a set of voters (in our case each
visual annotation) that must sort a set of candidates (the
set of results) by assigning points to each of them, and a
final list of ranked candidates must be obtained. For this,
every voter assigns points to each of the candidates, based
on their position in their ranked list. The first element in
the list is assigned with n points, the second element is given
(n− 1) points, until the last element is assigned 1 point. To
obtain the final list of results, all the candidates are sorted
by their total number of points.

The aggregated ranking favours images that are ranked
high in several of the partial rankings. Whereas outliers,
e.g. those results only retrieved by one of the sample images,
will be degraded in the aggregated ranking. The intuition is
that even though they match the textual tag, their content
might not match the concept behind the query. Figure 3
shows a diagram of the aggregation process. For each of
the samples their ranked list of results is presented. Every
result image is assigned points according to their position in
the list. This is illustrated in the first three rows. Finally,
the aggregated results corresponds to the list of candidates,
sorted by their total number of points, as in the last row.
We can observe that the rank of the image returned in first
position is a combination of the partial ranks, and likewise
for the subsequent results.



Figure 3: Aggregating the search results for the query “apple logo” using visual annotations.

5. EVALUATION
In this section we describe the set-up and outcome of the

retrieval performance experiment that we performed to com-
pare tag-based search, visual search based on sample object
annotations, and aggregated visual search based on object
annotations. First we address the hypotheses behind the
evaluation. We then describe the set-up of the experiment
and finally present the results.

5.1 Evaluation task
We formulate the following hypotheses, which we will in-

vestigate in the retrieval performance experiment:

H1: Rank aggregation over the results sets of content-based
image retrieval with the visual annotations will signif-
icantly improve the retrieval performance in terms of
precision. The agreement between the different result
sets for the partial searches will lead to a more focussed
result set for the aggregated result set with a higher
precision at the top of the ranking.

H2: Tag-based search combined with content-based image
retrieval, using visual annotations will improve the re-
trieval performance, in terms of precision. When per-
forming a textual search over an image collection a
rather diverse set of results will be retrieved, as the an-
notations are usually very sparse and the textual clues
do not allow for visual disambiguation. When search-
ing with visual annotations it is possible to discover
the different aspects of an object, and in combination
with a filter on the textual annotations we can retrieve
more relevant results at the top of the ranking.

5.2 Experimental setup
For the experiment we have defined a set of topics, com-

pared five different systems, collected relevance judgements
on the results obtained by the different systems in a TREC-
style fashion. Below, details on the different facets of the
experiment are described.

5.2.1 Image collection
Different image collections have been used for object recog-

nition, such as the CalTech collection [12], COIL collec-
tion [21], and the Corel collection [6]. They are widely
used for object classification, recognition, and categorization
tasks. The main characteristic of these collections is that
they have well defined visual attributes for the objects repre-
sented in the images. Usually they contain images with uni-
form size, and low level of cluttering, which is not coherent
with the scenario on the Web, where diversity is present on
all possible dimensions. Although some of these collections
were created by downloading images from Web pages, they
have been manually selected to match a set of constraints.
In our work we will be focusing on images with high vari-
ability, Web-extracted, and annotated by Web-users. For
this reason, instead of using one of the previous collections,
we used images that are collected from Flickr [11], without
manually selecting them.

The collection contains 12,000 images that were crawled
through the public Flickr API, based on a set of tags, that
corresponds with the topics that are used for the experi-
ment. As a result we obtained a set of images that at least
had one of the tags, but we made no restriction on whether
they were relevant to their surrounding tags, or whether the
object actually appeared on the image. In addition we col-
lected the title, tags, and description for each of the photos.
The collection contains 59,693 unique tags (from a total of
229,672 tags). Photos in Flickr are made available in various
resolutions, ranging from thumbnail size to the original size
uploaded by the user. To leverage the number of features
that can be extracted from the image and its correspond-
ing processing time, we downloaded the medium size image,
which have a resolution of at most 500x333 pixels.

5.2.2 Topics
We have pooled a set of 30 topics, which where derived

from Flickr search logs. The queries were sorted by de-
scending frequency, and we filtered them for objects. We
can basically overlay the topics with four broad categories:



Topic Description
American flag Picture of a cloth-made American flag.
Big Ben clock tower View of the clock tower.
Arc de Triomphe Front view of the arc.
Clock Round mechanical clock.
Coke can Can of coke.
CN tower View of the skypod.
Dice Any view of a dice.
Eiffel tower Picture of the tower, taken from the

base.
Engagement ring Upper view, containing a stone.
Guitar Body of a classical or electric guitar.
Soccer ball Picture of an official-size soccer ball.
Statue of Liberty Top view of the Statue of liberty.
Apple logo Logo from Apple brand.
Rose Top view of a rose.
Parthenon Front facade.
Strawberry Picture where the skin of the fruit is

clearly shown.
Daisy Top view of a daisy.
Moai At least one visible Moai statue.
Sunflower Top view of a sunflower.
Sushi roll Piece of a cut sushi roll.
Golden Gate bridge View of at least one of the main pillars.
McDonald logo Big “M” from the McDonald logo.
Taj Mahal Taj Mahal front facade.
Hot air balloon Fully inflated hot air balloon without

the basket.
Petronas Twin Towers View of both towers with the sky-

bridge between them.
Telephone booth Classic UK red telephone boxes.
Butterfly Picture containing the butterfly’s

wings.
Converse Converse sneakers.
Watermelon Watermelon showing the skin.

Table 1: List of topics.

fruits & flowers, monuments & buildings, brands & logos,
and general objects. Table 1 shows the list of selected top-
ics. For each topic a short description is defined that details
the visual requirements, which can not be easily expressed
in keyword-based search. This additional information will
be used to guide the assessors in their judgements.

In addition to the topic descriptions, we provide a visual
example for each topic, as depicted in Figure 4. Finally, for
each topic a set of 10 visual annotations is created that is
used to feed the content-based image retrieval system with
the visual examples. For example, see the annotations shown
in Figure 1.

5.2.3 Systems
For the experiment we can differentiate five variants of our

system (S1-5). Each system uses as input a keyword-based
query, and returns a ranked list of image results.

S1: Text-based retrieval. The textual baseline for our ex-
periment is based on the vector space model for text re-
trieval. Using the textual annotations (tags) of the im-
ages related images are retrieved for a given keyword-
based query, by measuring the cosine-similarity be-
tween the query and the image annotations.

S2: Content-based image retrieval using visual annotations.
This system uses the keyword-based query to select
(at random) one of the ten visual annotations that
matches the query. Based on the extracted visual fea-
tures that are within the bounding box of the visual

annotation related images are retrieved, as described
in detail in Section 3. As we are selecting visual an-
notations at random for each topic, we constructed
25 random runs for which we report the average per-
formance over the 25 repeated measurements in the
results section.

S3: Aggregated ranking over the results of content-based
image retrieval using visual annotations. For this sys-
tem, we search with all 10 visual annotations and apply
rank aggregation over the 10 partial result lists that are
computed for each topic, as discussed in more detail in
Section 4. The top 25 results of the 10 partial rankings
is used as input for the aggregation step.

S4: Content-based image retrieval using visual annotations
and a tag filter. The approach of this system is similar
to system S2, with an additional filter over the image
annotations, which requires that the tags match with
all the query terms.

S5: Aggregated ranking over the results of content-based
image retrieval using visual annotations and a tag fil-
ter. The approach of this system is similar to system
S3, with an additional filter over the image annota-
tions, which requires that the tags matches with all
the query terms.

Comparison of system S2 versus S3 (or S4 versus S5) al-
lows for testing hypothesis H1, which states that the re-
trieval performance benefits from the rank aggregation over
the partial results obtained by the visual annotations. Like-
wise, the comparison of S1 with S4 and S5 allows us to test
hypothesis H2, where we are interested in improving the re-
trieval performance by combining visual and textual search.

5.2.4 Pooling and assessments
We have implemented a blind review pooling method, as

is commonly used in TREC [26]. The topic pools are based
on the top 25 results for each topic retrieved by each of the
systems. For the systems S2-5 we have pooled by selecting
the top 25 results for each visual annotation, and we have
included a separate run for each of the three features (Har-
ris, Hessian, and combined). The assessors were asked to
judge the relevance of the results for a given topic on a bi-
nary scale, and they were instructed to take the information
provided by the topic description into account. The assess-
ment interface provided the assessor with the image, title,
tags and description.

5.2.5 Evaluation measures
In this experiment we were mainly interested in achieving

a high precision at the top of the ranking and not so much
in recall. In the results section we therefore focus on P@N,
with N ranging from 1-25, which allows us to investigate the
quality of the ranking at early cut-off. Furthermore, we will
report mean average precision (MAP) and binary preference
(BPREF), which is claimed to be more stable for incomplete
judgements [4].



1 CN tower. 2 Apple logo. 3 Arc de Tri-
omphe.

4 Eiffel
tower.

5 Big Ben
clock.

6 Guitar. 7 Petronas
towers.

8 Statue of
liberty.

9 Taj Mahal. 10 Moai.

11 American
flag.

12 Coke can. 13 Converse
sneakers.

14 Brooklyn
bridge.

15 Dice. 16 Hot air
balloon.

17 En-
gagement
ring.

18 Golden
Gate bridge.

19 Daisy. 20 McDon-
ald logo.

21 Water-
melon.

22
Parthenon.

23 Butterfly. 24 Rose. 25 Soccer
ball.

26 Clock. 27 Straw-
berry.

28 Sun-
flower.

29 Sushi roll. 30 Telephone
booth.

Figure 4: Topic image examples.

5.3 Results

5.3.1 Feature selection
Before addressing the main research questions, we have

to analyze the retrieval performance when varying the fea-
ture selection. In Section 3 we have identified two features,
Harris affine (HAR) and Hessian affine (HES), and a linear
combination (COM) of the two features as our feature space.
The feature selection affects all systems that use the visual
search (S2-5). In table 2 we present the performance of each
of the four systems with the different features.

The values in bold indicate the best performing variant
per system for each of the three measures (MAP, BPREF,
and P@10). Though the differences are not significant, the
combined (COM) approach, where the two feature spaces
are concatenated, clearly is the preferred method according
to all the measures for each system. For the discussion of
the results, we will therefore limit ourselves to the combined
variant.

5.3.2 Summary statistics
Table 3 presents the summary statistics of the retrieval

performance experiment of the five systems. Each of the
systems returned the top 25 results for the 30 topics, except
system S4 and S5, where the filtering had a small impact
on the number of results retrieved. From the pool of nearly
9,000 images, 2,187 images were judged relevant. This indi-
cates that there is a large diversity in the results returned by
the different systems. Based on all four measures presented
in the table, i.e. MAP, BPREF, P@5 and P@10 respec-
tively, we can conclude that S5, the system that is based
on aggregated ranking over the results of content-based im-
age retrieval with a tag filter, clearly outperforms the other
systems.

5.4 Precision at early cut-off
Figure 5 plots the graphs for precision at various cut-off

points (PN). The graphs allow for a more detailed analysis of
the systems and their ability to rank relevant results near the

System S1 S2 S3 S4 S5
Number of Topics 30 30 30 30 30
Images Retrieved 750 750 750 742 748
Relevant 2187 2187 2187 2187 2187
Relevant Retrieved 393 149 301 494 562
MAP 0.12 0.05 0.12 0.2 0.24
BPREF 0.2 0.07 0.15 0.26 0.3
P@5 0.53 0.34 0.55 0.72 0.82
P@10 0.49 0.31 0.48 0.71 0.8

Table 3: Summary statistics.

top of the ranking. For S1, the tag-only run, we find that the
performance slightly decays from 0.57 to 0.49. As expected,
the performance for S2, the system that uses content-based
image retrieval with visual annotations, is lower than for S1
and ranges from 0.36 to 0.20. The results for system S3 show
that the results can be significantly improved by performing
rank aggregation of the results obtained for S2. With the
precision ranging from 0.63 to 0.40, the precision is almost
twice as high. In fact, the relevancy of the top 5 results is
even higher than for the tag-only run.

The system variants S4 and S5 combine visual search with
a textual filter. As shown in the figure, this leads to another
significant increase in retrieval performance over the tag-
only system S1 and the systems S2 and S3 that only use the
visual features. We find that the precision over the top 25
ranges from 0.74 to 0.66 for S4, and that for S5 the preci-
sion is always higher than 0.75. We can therefore conclude
that in all cases rank aggregation over the result sets for
content-based image retrieval with visual annotations leads
to a significant increase in retrieval performance as posed
in hypothesis H1. Furthermore, the combined visual and
textual approach shows significant improvements over the
tag-only system, therefore we can validate hypothesis H2.

5.5 Topic analysis
In the final part of the evaluation, we put forward a topic

analysis to detect whether the observations of the previous
two sections are caused by abnormalities in the performance



Table 2: Retrieval performance for different features.
System S2 S3 S4 S5
Feature COM HAR HES COM HAR HES COM HAR HES COM HAR HES
MAP 0,05 0,04 0,04 0,11 0,10 0,10 0,2 0,18 0,19 0,24 0,23 0,24
BPREF 0,07 0,05 0,05 0,14 0,12 0,13 0,26 0,24 0,25 0,30 0,29 0,29
P@10 0,31 0,26 0,27 0,48 0,49 0,48 0,71 0,69 0,72 0,80 0,77 0,79
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Figure 5: Precision at early cut off; systems overview.

for a subset of the topics. Figure 6 provides a topic his-
togram for the P@10. On the x-axis the P@10 (0.0 -10.0)
is projected, while the y-axis projects the number of topics
with the same P@10 rounded to one decimal precision.

For system S1 the average P@10 is 0.49, with a standard
deviation of 0.24, while the average P@10 for system S5 is 0.8
with a standard deviation of 0.19. This indicates that there
is a significant and uniform increase in retrieval performance
for all topics.

Finally, Figure 7 plots the MAP in a histogram for each
individual topic per system. It allows for a per-topic compar-
ison. A number of observations can be made. First of all, it
reveals that S5 and S4 are consistently better than S1. How-
ever, the performance on a number of topics is weaker when
no textual information is present to limit the search space,
see for instance the performance of the topics: “butterfly”,
and “watermelon” with systems S2 and S3. An explanation
is that those images (or visual annotations) contain many
small non-characteristic visual words, which can easily be
mistaken.

6. CONCLUSIONS
In this paper we have studied the problem of key-word

based image retrieval on a diverse image collection, such

as typically found in on-line photo sharing services. The
available human annotations allow for existing text retrieval
models to work on such large corpora, but due to the sparsity
of the information provided with the photos these models are
not optimal.

Central in our research was the question: “How can we de-
ploy the visual annotations, also known as “notes” in Flickr,
to enhance the retrieval performance?”. In more detail, we
have proposed to use rank aggregation to combine the result
sets of a content-based image retrieval system that uses the
visual annotations to retrieve similar images. The results
of the retrieval performance experiment clearly showed that
the quality of the results significantly improves when apply-
ing the rank aggregation on the results obtained with the
content-based image retrieval system. Moreover, the results
of our aggregated visual search show a marginal improve-
ment when compared with the tags-only run. When extend-
ing the visual search with a textual filter on the tags we can
further limit our search space, and show another significant
boost in retrieval performance in terms of precision.

For future work, we plan to deploy alternative aggrega-
tion strategies that can be applied in a pre-retrieval fash-
ion, rather than post-retrieval. The advantage would be a
speedup in the retrieval process. In addition, we are in-
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Figure 6: P@10: Precision after having seen the first ten results for systems S1 and S5.

terested in detecting different senses of the same keyword
using a visual analysis. It would allow for decision-based di-
versity in the search results. Typical examples are of course
“jaguar”and“apple”. Last but certainly not least, we plan to
investigate scalability issues with the content-based images
retrieval techniques as presented in this paper.
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