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Abstract. In this paper, we propose a method for multi-term query expansions 
based on WordNet. In our approach, Hypernym/Hyponymy and Synonym 
relations in WordNet is used as the basic expansion rules. Then we use 
WordNet Lexical Chains and WordNet semantic similarity to assign terms in 
the same query into different groups with respect to their semantic similarities. 
For each group, we expand the highest terms in the WordNet hierarchies with 
Hypernym and Synonym, the lowest terms with Hyponym and Synonym, and all 
other terms with only Synonym. Furthermore, we use collection related term 
semantic network to remove the low-frequency and unusual words in the 
expansions. And our experiment reveals that our solution for query expansion 
can improve the query performance dramatically.  

1   Introduction 

One challenging issue, among others, in information retrieval is the problem caused 
by word mismatch. That is, the query words may not rightly be contained in the 
document even though their semantics are highly relevant to the user’s need. 
Evidently, if the word mismatch problem is not appropriately addressed by 
information retrieval systems, it could degrade their retrieval performance greatly. To 
deal with this problem, query expansion is one of the promising approaches. Typical 
methods include Lexical-Based [13, 14, 15], Statistical-Based [16,17,18], Query-Log-
Based [19], and Web Link-Based [20].  

Lexical-Based method utilizes some manually created lexical thesaurus for the 
expansion. For any term in the query, a list of semantic relevant terms is selected from 
the thesaurus and then used for the expansion. In such method, the thesaurus used is 
often collection independent, thus may not catch the dynamic change of the 
vocabulary used in the collection. Therefore, the effectiveness of such method is often 
not as expected in practice.   

Statistical-Based solutions, on the other hand, describe word relations using their 
co-occurrences in the collection. Actually, term co-occurrences can be globally 
extracted in the scope of whole collection (Global Expansion) or locally obtained 
from the results of initial query (Local Expansion). With these methods, a term is 
selected for expansion if it has higher degree of co-occurrences with the query terms. 
The effectiveness of such kind of methods is dependant on the collection. If the size 
of collection is not huge enough, it may not well capture the relations between terms. 
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Another problem lies in the fact that term relations captured are only pair based, 
without a semantic architecture among all the expanded terms. Therefore, it is hard to 
control the mutual impairing caused by multiple terms in the query.  

Query-Log-Based expansion methodologies describe term-term relations by 
introducing users’ click-though activities. In other words, term t2 can be used to 
expand query term t1 if, historically, many users, who query term t1, have clicked 
documents which contain t2 in the results. In general, users’ click-through activities 
are captured in the system logs. As a matter of the fact, users click-though 
information can only be considered as implicit indicators for the term relations. That 
is, a user may click a result document just because he is motivated by any other 
reasons than relevant. As the result, it may provide poor performance if less people 
previously query the words. This is common especially when the system is just 
created.  

Web Link-Based solutions expand Web queries with a thesaurus which is 
constructed by using links of the Web. To create the thesaurus, Web pages as the 
training set are selected manually. And the semantic of a target Web page of a link is 
represented as the words or concepts appearing in the anchor texts in the source page 
of the link. Then the semantic relations among the words or concepts are derived 
using the links. 

The method in this paper belongs to the first type. However, we have two 
important improvements in the expansion: (1) clustering all terms of a query into 
different groups by their semantic similarities, then expanding each group by taking 
into account their positions in WordNet [6]; (2) reducing noise terms in the expansion 
by term co-occurrences supported by the collection. 

In our approach, Hypernym/Hyponymy and Synonym relations in WordNet is used 
as the basic expansion rules. Then we use WordNet Lexical Chains and WordNet 
semantic similarity to assign terms in the same query into different groups with 
respect to their semantic similarities. For each group, we expand the highest terms in 
the WordNet hierarchies with Hypernym and Synonym, the lowest terms with 
Hyponym and Synonym, and all other terms with only Synonym. In this way, 
contradictory caused by full expansion can be well controlled. Furthermore, we use 
collection related term semantic network to remove the low-frequency and unusual 
words in the expansions. And our experiment reveals that our solution for query 
expansion can improve the query performance dramatically.  

In reminder of this paper, section 2 provides our detail methodologies for query 
expansion with WordNet::Similarity and reduction using TSN. The experiment results 
are illustrated and discussed in section 3. Finally, we conclude our work in section 4. 

2   Expansion Method 

In this section, after a brief introduction of our previous work for single word query 
expansions, we address our multi-term query expansion methodologies in detail.  

2.1   Single Term Query Expansion 

In [7], we have addressed our solutions for single word query expansions using 
WordNet and TSN (Term Semantic Network). WordNet organizes words or concepts 
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Fig. 1. An Example for WordNet 

lexically into hierarchies.  Figure 1 is a typical example in which term ‘Software’ can 
be semantically expanded along three chains, say, Hypernym (i.e. ‘code’), Hyponym 
(i.e. ‘program’, ‘freeware’, ‘shareware’, ‘upgrade’, ‘groupware’) and Synonym (i.e. 
‘software system’, ‘software package’, ‘package’).  Actually, Hypernym is the 
abstractive concepts of the term while Hyponym, reversely, includes specific concepts 
of the terms. And Synonym contains all the synonyms of the term. However, their 
impacts for the expansion are different in letter of retrieval performance.  

According to our experiments in 
previous research, WordNet may bring 
many noises for the expansion because 
of its collection independent characteri- 
stic. And it may not catch current state 
of words and their relationships since 
the explosive increase of the Web. To 
overcome those problems, collection-
related TSN (Term Semantic Network) 
is created with respect to word co-
occurrence in the collection. We use 
TSN both as a filter and a supplement 
for WordNet. 

For any term t, let Hypert, Hypot, Synt and TSNt stand for the concept sets of its 
Hypernym, Hyponym, Synonym, and Top-k of TSN respectively. Let R(p|q) be the 
rank of Web page p with respect to query q. Ranking model tf or tf*idf is popularly 
employed in the information retrieval world because of its robustness and simplicity 
[8]. And in our Web image search system, we modify model tf into model ttf by 
incorporating term t’s locations in p with respect to the corresponding Web image [5, 
11]. For any single word query t, we define its expanded rank function ER(p|t) as  

tTSNz zpRtSynz zpRtHypoz zpRtHyperz zpRtpRtpER )|()|()|()|()|()|(  (1) 

where α, β, γ and δ are factors used to indicate different effects from different 
expansion directions. In our work, we suppose the expansion along each dimension is 
independent. And we use Average Precision (AP) of the retrieval as the objective 
function in determining the optimal values of those factors which can maximize AP 
value. Table 1 shows the optimal factor values with their corresponding AP values in 
our Web image retrieval system [7]. 

Table 1. Factor Values and Average Precision 

Factor Values Average Precision 
α (Hypernyms) 0.47 0.2406 
β (Hyponyms) 0.84 0.3888 
γ (Synonyms) 0.70 0.3404 

δ (Top-k of TSN) 0.94 0.3559 

In Web image retrieval system [7], we combined the query expansions along each 
semantic dimension as our overall solution. Our experiments reveal that the combined 
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Fig. 2. Group Terms in the WordNet 

expansion can provide a satisfied result for the Web query performance. However, 
previous method ignored the mutual affections among the terms in the same query.  

2.2   Multi-term Query Expansion 

Even though most of Web users search the Web with only one word, we still find 
many queries with multiple terms. For example, a user uses a pair words (computer, 
speaker) as one query to search Web images. Our previous expansion method will 
automatically expand these two words with three semantic relations independently. 
As a result, the expanded query will contain too many words which may include 
many noise words, thus, reduce the precision of the query results. For example, a Web 
user may use q=(software, groupware) as the query. With single word expansions, 
query q will be expanded to include all the words or concepts from both ‘software’ 
and ‘groupware’s WordNet expansions. However, as in figure 1, ‘groupware’ is in the 
Hyponym of ‘software’. The user, who uses ‘groupware’ to combine ‘software’, 
implicitly wants to exclude other words in the Hyponym of ‘software’ for the query. 
Therefore, the overall expansions of these two words may bring many words which 
contradict to the user’s query intention.  

Figure 2 shows another situation, in 
which “computer” and “speaker” have 
the closest super-ordinate class “device” 
along the WordNet chains. Even though 
‘speaker’ is not in the direct Hyponym 
of ‘computer’, it is sill located in the 
lower level with respect to ‘computer’ 
in the WordNet hierarchies. Therefore, 
we also suppose ‘speaker’ is a restraint 
for ‘computer’ in Hyponym expansions 
of ‘computer’. Reversely, ‘computer’ is 
taken as the constraint of ‘speaker’s 
Hypernym expansions.  

In this work, we use Jian-Conrath [4] to measure the distances of two words in 
WordNet. In fact, this measure method combines WordNet lexical taxonomy structure 
with corpus statistical information such that the semantic distances between nodes in 
the semantic space constructed by the taxonomy can be better quantified with the 
computational evidence derived from a distributional analysis of corpus data.  

Jian-Conrath approach uses the notion of information content, but in the form of 
the conditional probability of encountering an instance of a child-synset given an 
instance of a parent-synset. Thus the information content of the two nodes, as well as 
that of their most specific subsumer, is taken into account in the measure calculations. 
Notice that this formula measures semantic distance in the inverse of similarity as: 

))(log())((log())),((log(2),( 212121 cpcpcclsopccDist +−=  (2) 

where c1 and c2 are synsets, p(c) is the probability of encountering an instance of a 
synset c in some specific corpus, lso(c1, c2) is the similarity between two concepts 
lexicalized in WordNet to be the information content of their lowest super-ordinate 
(most specific common subsumer). Therefore, we could use this approach to measure 
the semantic strength between tow words. 
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The larger the Dist(t1, t2) is, the farer term t1 to term t2 is in the WordNet 
hierarchies. In case t1 > t2 (t1 is located in a higher level than t2 in WordNet), we do 
not expand Hyponym for t1 and Hypernym for t2 as the reason we discussed 
previously. Going back for our last example, we only expand “computer” with 
Hypernym and Synonym relations, and “speaker” with Hyponym and Synonym 
relations. In fact, we will assign terms in the same query q into groups. Within each 
group, terms are clustered with respect to Dist(t1,t2), and we expand Synonym for all 
terms and Hypernym only for the words on the highest level in the WordNet 
hierarchies, and Hyponym only for the words on the lowest level of WordNet 
hierarchies. Figure 3 provide our detail expansion algorithm. 

 

Fig. 3. Algorithm of our expand method 

Below we use some examples as illustrations for the algorithm.  Let q=(‘Macau’, 
‘camera’, ‘photo’) be a three-term query. Our expansion algorithm divides them into 
two groups by checking their similarities. One group contains the word “Macau”, 
another one contains “camera” and “photo”. According to the similarity measure, 
“Macau” does not have similarity relation with other two words. Therefore, in this 
example, we expand ‘Macau’ via three WordNet chains. In the second group, 
“camera” and “photo” have a high degree in similarity and they are under the same 
concept in WordNet hierarchies, with ‘camera’ > ‘photo’. So the system expands 
“camera” through hypernym and synonym relations and “photo” through hyponym 
and synonym relations (Figure 4). 

Figure 5 provides another example, where query q=(‘movie’, ‘camera’, 
‘character’). By tracing them in WordNet, these three words are under the same 
concept and with close similarity values mutually. Thus, our algorithm keeps them in 
one group, with WordNet hierarchal levels like ‘movie’>‘camera’> ‘character’. In this 
case, the algorithm only expands “movie” with hypernym and synonym relations 
because of its highest WordNet hierarchical level within the group, and “character” is 
expanded in hyponym and synonym relations due to its lowest level within the group. 
The word “camera” is only expanded in synonym relation because its location in 
WordNet is between “movie” and “character”. 
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Fig. 4. Query expansion with two relative 
terms 

Fig. 5. Query expansion with three relative 
terms 

2.3   Similarity Threshold for Grouping Words 

As in our discussions of last section, term grouping in a multi-term query is a critical 
step in our expansion algorithm. In this section, we are going to determine the optimal 
similarity threshold for grouping terms in the query.  

Similarity Measure
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Fig. 6. Average precision versus Similarity Values 

To determine the threshold value for term grouping, we select AP (average 
precision) as the objective function [8,9]. In other words, the optimal value for the 
similarity threshold should maximize AP values of retrievals. In this work, we use 40 
single-word queries, 40 two-word queries, 20 three-word queries, 10 four-word 
queries and 10 five-words as our sample queries. And we select about 60% of them as 
our training set for the threshold determination. In the same query, if the similarity of 
two terms is over the threshold (UD) we assign them in the same group. Figure 6 is 
the performance of average precision via similarity threshold (UD). From this figures, 
it is obvious that the retrieval performance reaches its maximum when threshold UD 
is at 0.05. As a matter of the fact, in our sample data there are no pair of words whose 
similarity is greater than 0.2, so we ignore the figure plot when similarity range are 
between 0.2 to 1. Furthermore, we could find the retrieval performance drops down 
dramatically when the value is over 0.05. 
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2.4   Query Reduction 

In general, query expansion using a thesaurus may be expanded to include too many 
words. And some of them are low-frequency and unusual words in the collection. 
Those unusual words may bring in some noise and decrease retrieval performances. 
Therefore, it is important to exclude noise words during query expanding. In our 
system, a term semantic network (TSN) is extracted from the collection. Actually, 
TSN is a direct graph with words as its nodes and the associations as the edges 
between two words.  

To extract TSN from the collection, we use a popular association mining algorithm – 
Apriori [12] — to mine out the association rules between words. Here, we only consider 
one-to-one term relationship. Two functions—confidence and support— are used in 
describing word relations. We define confidence (conf) and support (sup) of term 
association ti  tj as follows, let 

( ) )() ,( jiji tDtDttD ∩=  (3) 

where D(ti) and D(tj) stand for the documents including term ti and ti respectively.  
Therefore, ( ) )( ji tDtD ∩  is the set of documents that include both ti and tj. We 

define 

||)(||

||) ,(||

i

ji
tt

tD

ttD
Conf ji =>−  (4) 

where ||),(|| ji ttD stands for the total number of documents that include both term ti, 

and tj; and ||)(|| itD stands for the total number of documents that include ti , 

D

ttD
Sup ji

tt ji

||) ,(||
=>−  (5) 

where D stands for the number of document in the database. 

 

Fig. 7. Keyword filtering process of word “robot” 

In this paper, we only remain the expanded words which have minimum 
confidence over 0.1 and support over 0.01 with the original query keyword into our 
query expansion. As the keyword “robot” in Fig 7, we filter out the words “golem, 
humanoid, mechanical man”. 
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3   Evaluation 

The crawler of our system gathered about 150,000 Web pages with a given set of 
seeds which are randomly selected from dot-com, dot-edu and dot-gov domains. After 
the noise images (icons, banners, logos, and any image with size less than 5k) 
removed by the image extractor, about 12,000 web images embedded in the Web 
pages are left. In order to calculate the precision/recall value, our system needs 
domain experts to annotate the sample Web images with their semantics. Our system 
provides a user-friendly interface, to let the experts define the corresponded meanings 
for each image easily by using the mouse [5]. Then the human experts are assigned to 
define the subjects of the Web images manually. And sometimes, more than one 
subject is defined for the same images. For example, concepts ‘Laptop’, ‘Notebook’ 
and ‘Computer’ may be annotated to the same Web image. 

As in Figure 9, we have used different expansion method in our experiment in 
order to compare their performances. In the evaluation, we use the remaining 40% of 
the sample queries as the testing queries. Below are the descriptions for different 
expansion models: 

No Expand – use original queries in the testing, without any expansion. 
All Expand – use WordNet three semantic relations (Hypernym, Hyponyms, 
Synonym) to expand original queries fully, without word grouping. 
UD_Expand – we treat all terms in the same query as one group without concerning 
their similarities, and only expand the highest level terms with hypernym and 
synonym relations and the lowest level terms with hyponym and synonym relations. 
Other terms only expand its synonym relation. 
UD~0.05 – Group terms with the similarity threshold as 0.05 in the same query. In 
each group, we expand the highest terms with hypernym and synonym and lowest 
terms with hyponym and synonym, all others with only synonyms.   
Reduction – This model is UD~0.05 + Term Reduction. We use UD~0.05 for term 
expansion, and remove noise words using TSN.  

As revealed in Figure 8, even though ALL_EXPAND can improve recalls of queries 
a little bit, however, its retrieval precision is the lowest among all the models.  The 
reason is due to the fact that, besides the noise words, there are too many words 
included in the expansion, and some of them are contradictory with each other. 
UD_EXPAND model has improved both precision and recall comparing with 
NO_EXPAND model. It impose some constraint on the expansion scope, thus reduce 
some contradictories among words in contrast to ALL_EXPAND method. UD~0.05 
model produce a quite good performance comparing with both ALL_EXPAND and 
UD_EXPAND models. That means grouping terms with similarity threshold UD=0.05 
is both critical and necessary in improving the retrieval performances. This model can 
effectively reduce the contradictories among words when expanding the queries. This 
model overcomes the weaknesses of two extremes –ALL_EXPAND and 
UD_EXPAND. Finally, REDUCTION model is the best in term of retrieval 
performances among all those models. As we know, it enhances UD~0.05 by further 
removing words which have lower associations with the words in the original query 
which may disturb the searching.  
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Through our discussions above, we can conclude that query expansions with 
WordNet yield significant increases in the number of correct documents retrieved and 
in the number of answerable queries, and query expansions followed by reduction 
makes even more substantial improvements. 
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Fig. 8. Performance of Multi-term Query Expansion method 

4   Conclusions 

In this paper, we propose a method for multi-term query expansions. We use 
WordNet noun hypernym/hyponymy and synonym relations between words as the 
base expansion dimensions. In our approach, we divide terms in the same query into 
groups with respect to semantic similarities between terms. Within each group, the 
terms are closely related in semantics. We determine expansion dimensions for each 
word in the same group by their relative positions in the WordNet hierarchies. We 
only expand the top words with Hypernym and Synonym, the bottom words with 
Hyponym and Synonym, all other words with only Synonyms. By this way, the 
contradictories among words in the expansions can be well controlled, thus retrieval 
performances can be improved. Furthermore, in order to avoid noise words in the 
expansions, we apply term co-occurrence information further to remove unusual 
words during query expansion processing.  
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