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Abstract. DG is a library written in C4++ that provides several types
of program analysis for LLVM bitcode. The main parts of DG are a
parametric points-to analysis, a call graph construction, a data depen-
dence analysis, and a control dependence analysis. The project includes
several tools built around the analyses, the main one being a static slicer
for LLVM bitcode. This paper describes what analyses are implemented
in DG and its use cases with the focus on program slicing.

1 Introduction

DG is a library providing data structures and algorithms for program analysis.
The library was created during the re-implementation of the static slicer in the
tool SYMBIOTIC [§] and its original purpose was the construction of dependence
graphs [12] for LLVM bitcode [14]. During the development, we re-designed DG
from a single-purpose library for the construction of dependence graphs to a
library providing data structures and basic algorithms for program analysis.

The main parts of DG are a parametric points-to analysis and a call graph
construction, a data dependence analysis based on the transformation of writes to
memory into static single assignment (SSA) form [I8], and a control dependence
analysis providing two different algorithms with different characteristics. The
results of these analyses can be used to construct a dependence graph [12] of the
program that supports forward and backward slicing, among others.

Most of the implemented algorithms are designed to be independent of the
programming language. Currently, DG has an LLVM backend that allows using
the algorithms with LLVM infrastructure.

Analyses in DG have a public API that is used also in communication be-
tween analyses inside DG. As a result, a particular implementation of analysis
can be easily replaced by an external analysis. The benefit of being able to
integrate an external analysis is that one can use features of DG (e.g., pro-
gram slicing) along with features of the external analysis (e.g., better speed or
precision). At this moment, DG integrates a points-to analysis from the SVF
library [19].

LLVM DG works with LLVM [I4], which is a strongly typed assembly-like
intermediate language for compilers. Instructions in LLVM are arranged into
labeled basic blocks to which we can jump using the br instruction. Variables
on the stack are created by the alloca instruction and can be later accessed via
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Fig.1. A simplified LLVM bitcode and its dependence graph. For clarity, we left
out nodes with no dependencies. Black dashed edges are use dependencies, red edges
are data dependencies, and blue edges are control dependencies. The dashed control
dependence is present in the graph only when NTSCD algorithm is used. Highlighted
are the nodes that are in the slice with respect to the call of assert (using SCD).

the load and store instructions. The meaning of the rest of the instructions
used in this paper should be clear from the text. An example of LLVM bitcode
can be found in Figure

In the rest of the paper, we describe the main analyses in DG and its use cases.

2 Points-to Analysis

Points-to analysis is a cornerstone of many other program analyses. It answers
the queries: “What is the memory referenced by the pointer?”. For each points-
to analysis, we can identify the following basic traits. Points-to analysis is flow-
sensitive (FS) if it takes into account the flow of control in the program and
thus computes information specifically for each program location. Otherwise, it
is flow-insensitive (FI). It is field-sensitive if it differentiates between individual
elements of aggregate objects, e.g., arrays or structures.

In DG, we have implemented a parametric points-to analysis framework [0]
that supports FS and FI analysis and has dynamically configurable field-
sensitivity. Moreover, the analysis can construct a call graph of the program.
The FS analysis has also an option to track what memory has been freed [9].



3 Data Dependence Analysis

Data dependence analysis is a crucial part of program slicing. Informally, we
say that instruction r is data dependent on instruction w if r reads values from
memory that may have been written by w. In Figure|l] for example, instruction
%0 = load %x is data dependent on instructions store %c to %x and store %dec to %x as
it may read values written by both of these instructions.

In DG, the data dependence analysis constructs SSA representation of writes
to memory, the so-called memory SSA form [I6]. The input to the data depen-
dence analysis in DG is a program whose instructions are annotated with infor-
mation about what memory may/must be written, and what memory may be
read by the instructions. These annotations are derived from the results of the
points-to analysis.

Our analysis algorithm is based on the algorithm of Braun [5]. We extended
the Braun’s algorithm, which works only with scalar variables, to handle ag-
gregated data structures, heap-allocated objects and accesses to memory via
pointers, and also accesses to unknown memory objects (occurring due to a
lack of information about the accessed memory). Also, the algorithm has been
modified to handle procedure calls, therefore it yields interprocedural results.

4 Control Dependence Analysis

Informally, control dependence arises between two program instructions if
whether one is executed depends on a jump performed at the other. There are
several formal notions of control dependence. In DG, we implement analyses
that compute two of them. The first one is standard control dependence (SCD)
as defined by Ferrante et al. [I2] and the other is non-termination sensitive con-
trol dependence (NTSCD) introduced by Ranganath et al. [I7]. The difference
between these two is that NTSCD takes into account also the possibility that
an instruction is not executed because of a non-terminating loop.

For example, in Figure [1} instructions in while.body basic block are (standard
and non-termination sensitive) control dependent on the br %emp instruction from
while.cond block as the jump performed by the br %emp instruction may avoid their
execution. If the loop in the program does not terminate, we will never get to
while.end basic block, and therefore NTSCD marks also instructions from this
block to be dependent on the br %cmp instruction.

The classical algorithms compute control dependencies per instruction. For
efficiency, our implementation allows also control dependencies between basic
blocks, where if basic block A depends on basic block B than it represents that
all instructions from the basic block A depend on the jump instruction at the
end of the basic block B. See, for example, the control dependence edge between
while.cond and while.body basic blocks in Figure [T}

We have also an implementation of the computation of interprocedural con-
trol dependencies that arise e.g., when calling abort () inside procedures. This
analysis runs independently of SCD and NTSCD analysis.



5 Dependence Graphs and Program Slicing

The results of hitherto mentioned analyses can be used to construct a depen-
dence graph of the program. A dependence graph is a directed graph that has
instructions of the program as nodes and there is an edge from node n; to node
ng if no depends on n;.

In DG, we distinguish three types of dependencies. The first two types are
control and data dependencies as computed by control and data dependence
analysis. The last dependence is use dependence that is the syntactic relation
between instruction and its operands. For instance, in Figure [I] there is use
dependence from instruction %y = alloca 132 t0 %0 = 1oad %y as the later uses %y.

Program Slicing Static backward program slicing [21] is a method that re-
moves parts of a program that cannot affect a given set of instructions (called
slicing criteria). Dependence graphs are a suitable representation for program
slicing [12] as they capture dependencies between instructions. The set of instruc-
tions that comprise a slice is obtained by traversing the graph in the backward
direction from nodes corresponding to slicing criteria. In our example in Figure
the slice with respect to the call to function assert contains all instructions that
are backward reachable from the call node in the dependence graph. Depending
on whether we use SCD or NTSCD, the slice contains either the highlighted
instructions (SCD) or all instructions (NTSCD).

One of the prominent features of our slicer is that we produce executable
slices. That is, unlike tools that just output the set of instructions in the slice,
we produce a valid sliced bitcode that can be run or further analyzed.

6 Evaluation and Use Cases

We evaluated the effectiveness of our analyses by running our slicer on a set of
8107 reachability benchmarks from Software Verification Competition E These
benchmarks range from small artificial programs (tens of instructions) to com-
plex code generated from Linux kernel modules (up to 130000 of instructions).
The average size of a benchmark is approximately 5320 instructions. Each bench-
mark contains calls to an error function which we used as slicing criteria (all
together if there were multiple calls). The experiments ran on a machine with
Intel i7-8700 CPU @ 3.2 GHz. Fach benchmark run was constrained to 6 GB of
memory and 120s of CPU time.

Figure [2 on the left shows a quantile plot of the CPU time of slicing with
different setups of pointer and control dependence analyses. Slicing is mostly
very fast — more than 75 % of benchmarks is sliced in 1s (more than 80 % for FI
setups). However, in each setup are benchmarks on which slicing either timeouts
(around 380 benchmarks for FI setups and 280 for F'S setups) or crashed e.g., due
to hitting the memory limit (around 860 for FI setups and 1400 for F'S setups).

! https://github.com /sosy-lab /sv-benchmarks, rev. 6c4d8bc
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Fig. 2. The plot on the left shows CPU time of slicing using F'S or FI points-to analysis
(PTA) and NTSCD or SCD control dependence analysis. On the right is depicted the
ratio of the number of instructions after and before slicing for FI PTA + SCD setup.

In Figure[2]on the right is depicted the distribution of the ratio of the number
of instructions after and before slicing for FI PTA + SCD setup (the slicer’s
default). On average, for this setup, the size of the sliced bitcode was reduced
to 67 % of the size before slicing, but there are also numerous cases of reduction
to less than 30 %. F'S points-to analysis has no big influence on these numbers.

Use cases Since its creation, DG has proved to be useful in many cases, e.g.,
software verification and bug finding [7), [8, [0, 20, [15] cyber-security [3} [13] cyber-
physical systems analysis [10], and network software analysis [11].

Availability DG library and documentation is available under the MIT license
at https://github.com/mchalupa/dgl.

7 Related Work

Many analyses, including memory SSA construction and various alias analyses,
are contained directly in the LLVM project. However, these analyses are usually
only intraprocedural and thus too imprecise for sensible program slicing.

Now we survey the projects providing backward program slicing for LLVM.
ParaSlicer [2] and llvm-slicing [22] are projects written in Haskell that make
use of procedure summaries to generate more precise slices than the classical
slicing algorithms. These slicers only output a list of instructions that should be
in the slice. SemSlice [] is a slicer for semantic slicing of LLVM bitcode. The
bottle-neck of semantic slicing is the use of SMT solving, which can be inefficient.
Finally, there is the obsolete slicer from Symbiotic called LLVMSlicer [I] which
is no longer maintained.
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