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Surveys of XAI

A comprehensive taxonomy for explainable artificial intelligence: a systematic survey of surveys on methods and concepts, Schwalbe and Finzel, Data Mining and Knowledge Discovery, 2023



XAI overview
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Image Model Explainability workflow



Attribution Map

Post-hoc explanations are 
provided by highlighting the 
regions of the input image 
that the model considers 
important.

No information is provided 
on how the relevant regions 
contribute to the prediction, 
multiple classes can have the 
same regions highlighted.



Attribution maps



Attribution maps

a) I*G
b) Guided Backprop
c) Deep Taylor Decomposition
d) LRP
e) Occlusion sensitivity
f) DeconvNet

g) Integrated Gradients
h) Original Image
Computed using 

https://github.com/albermax/innvestigate
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Internal Network Representation

Visualization of features 
learned by different filters in 
a CNN.

The structures and patterns 
that different filters learn to 
identify are hard to interpret 
in medical images.



Filter visualization



Internal Network Representation



Internal Network Representation - clustering

Cluster pixels according to 
feature maps activated 
“above” them.



Latent Space Interpretation

The latent space is used to 
uncover the salient factors of 
variation learned in the data 
with respect to the clinical 
knowledge. Visualization of 
high-dimensional latent 
space in two dimensions to 
identify similarities and 
outliers.

Loss of information when the 
high-dimensional feature 
space is projected to two 
dimensions. The similarity in 
latent space does not always 
translate to the similarity in 
terms of 
human-interpretable 
features.



Latent Space Interpretation - tissue segmentation

● Patch based tissue 
segmentation (brain)

● 13-classes (white/grey 
matter, blioma, etc.)

● Simple multiclass 
network on 1024x1024 
patches

Visualizing histopathologic deep learning classification and anomaly detection using nonlinear feature space dimensionality reduction, Han, BMC Bioinformatics, 2018



Latent Space Interpretation - tissue segmentation

2D t-SNE 
visualization of 
the final hidden 
layer features



Concept Attribution

Global explanations to 
quantify the influence of 
high-level image 
concepts/features on the 
model predictions.

Difficult to annotate 
high-level clinical concepts, 
features used for 
interpretability may not be 
reproducible.



TCAV

● Linear classifier in the latent 
space - distinguish latent 
representation of the 
concept vs random input

● Derivative of the output 
w.r.t. the normal vector of 
the linear classifier

Determining breast cancer biomarker status and associated morphological features using deep learning, Gamble et al, NComms, 2021



Concept Attribution

● Predict mutations of ER, 
PR, HER2

● Observe cancer-related 
concepts



Counterfactual Explanation

Input images are perturbed 
in a realistic manner to 
generate the opposite 
prediction.

Possibility of unrealistic 
perturbations to the input 
images, the resolution of the 
generated counterfactual 
images is limited.



Counterfactuals - Using Generative Models

● Trained generator from 
latent w to images

● Take latent 
representation w’ of a 
real image

● Consider w’+𝛼D where D 
is the direction of 
increasing/decreasing 
model output

Using Stylegan for Visual Interpretability of Deep Learning Models on Medical Images, Schutte et al, https://arxiv.org/abs/2101.07563, 2021

https://arxiv.org/abs/2101.07563


Language Description

Textual justifications are 
provided along with the 
predictions.

Structured diagnostic reports 
require more annotation 
efforts, duplication of 
training sentences during 
testing.



Language Description

Training data:

Image labels (tumor)

● Patches 1024 x 1024
● Pixel-level labels of tumor

Textual descriptions

● Microscopic findings - 5 
types of cellular features

● Vocabulary size 112
(21,265 image-report 
pairs)

● Feature aware attention 
(indicates what it sees 
when generating the text)

Pathologist-level interpretable whole-slide cancer diagnosis with deep learning, Zhang et al, Nature learning machines, 2019



Concept Learning Models

High-level clinical concepts 
are first predicted and the 
final classification is made 
using these concepts.

Additional annotation cost, 
learned concepts may encode 
information beyond the 
intended clinical concepts 
due to information leakage.



Concept Learning Models

● Can be misleading as the learned encoding contains information in addition to 
the concept representation (cheating)
DO CONCEPT BOTTLENECK MODELS LEARN AS INTENDED?, Margeloiu, ICLR 2021



Case-Based Models

Class discriminative 
prototypes are learned and 
the final classification is 
performed by comparing 
features extracted from input 
images with the prototypes.

Susceptibility to corruption 
by noise and compression 
artefacts, difficult to train.



Case-Based Models - ProtoPNet



Case-Based Models - ProtoPNet - Mammogram

● Non-cancer and cancer 
prototypes

● Similarity heatmaps to the 
prototypes

● prototypes can be corrupted 
due to the semantic gap 
between similarity in latent 
space and in input space
Is ProtoPNet Really Explainable? Evaluating and Improving the Interpretability of 
Prototypes, Huang et al, https://arxiv.org/abs/2212.05946, 20222

https://arxiv.org/abs/2212.05946


Anatomical Prior

Task-specific structural 
information is incorporated 
in the design process of the 
network.

Specialized clinical 
knowledge may be required, 
anatomical prior cannot be 
utilized for all problems.



Priors

UNet for 
segmentation

Add shape stream 
incorporating shape 
loss (length of 
boundary, area)

SAUNet: Shape Attentive U-Net for Interpretable Medical Image Segmentation, Sun et al, https://arxiv.org/pdf/2001.07645v3.pdf, 2020

https://arxiv.org/pdf/2001.07645v3.pdf


Priors



The explainability paradox

● mixed-methods study of user interaction with samples of state-of-the-art AI 
explainability techniques for digital pathology

● How are state-of-the-art xAI approaches interpreted and evaluated by expert 
users in a typical diagnostic setting?

● How do these interpretations and evaluations inform principles for the 
development of safe and effective xAI?

● Evaluation of five explanation generating methods
Saliency maps, concept attribution, prototype, counterfactual, trust score

● AI-assisted Ki-67 quantification was chosen as a representative task from the 
slide examination step of the digital pathology workflow 









Evaluation

● Questionnaire for 25 respondents
● individuals holding professional roles in pathology or neuropathology

○ consultant (12)
○ researcher (6)
○ pathologist in training (4)
○ technician (3)






