Chapter 5

Information Theory

Exercise 1

Let us consider a random variable X given by

with probability 1/2
with probability 1/4
with probability 1/8
with probability 1/8

ISYRECIEES

Calculate entropy of X.
Answer of exercise 1

The entropy of X is

1 1

1 1 1 1 1 1

8

Exercise 2

Let (X,Y) have the following joint distribution:

[ X=1 X=2 X=3 X=4

_ 1 1 T 1
y=2| L 1 = =
- 116 % 312 312
V=31 15 16 16 16
Y=4| 1 0 0 0

Compute H(X), H(Y) and H(X|Y).

Answer of exercise 2

’
1
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The marginal distribution of X is (2, 411, 515, 8) and the marginal distribution

of X is (4,1,%,1), hence H(X) = I bits and H(Y) = 2 bits.

4
HX|Y) = Y p(Y =i)H(X|Y =)
=1
1 (1111 1 (1111
= ZH(=,>=-)+=H(=>2,=
4 (2488>+4 (4’2’8’8)+
1 (1111 1
“H(=>,2,=,2)+=H1
4 (4444>+4 (1,0,0,0)
7017 1 1
= L. 122420
it ity

| 21

Exercise 3

Let A = {0,1} and consider two distributions p and ¢ on A. Let p(0) =
1—mrp(l) =r, and let ¢(0) = 1 — s, and ¢(1) = s. Compute D(p || ¢) and
D(q || p) for r = s and for r = 1,5 = 1.

Answer of exercise 3

We have that

1—r r
D =(1-r)1 log —
(vl @) = (1= r)log 7— +rlog -

and

D(q |l p) = (1—8)10g +510g*

If r = s, then D(p || ¢) = D(q || p) = 0.

Forr:%,s:%,we calculate
l 1 1 1
D(pla) = log : +-log2 =1—-log3 = 0.2075
2 2 "1 2
and
3. 3.1 3 3
D(q | p)=-log+ +~log+ = "log3—1=0.188T.
47" TPl Ty

Exercise 4

Let (X,Y) have the same distribution as in Exercise 2. Compute their
mutual information I(X;Y).

Answer of exercise 4



We can rewrite definition of mututal information I(X;Y") as

I(X;Y) = %p(ax y)log pl();z):;(/;)
B o) Log PEIY)
= 2yl
= — Zp(x, y) logp(z) + ZP(% y) log p(z|y)
= — Zp(x) log p(x) — ( ZP(»T’ Y) 10gp(1'|y)>
— H(X)+ H(X|Y) |

From the results of Exercise 2, we get
7T 11 3
I(X;Y) = 1 8°8 = 0.375.

Exercise 5

Let (X,Y) have the following joint distribution:

[ X=1 X=2
Y =1 0 3
Y =2 1 i
8 8

Compute H(X), H(X|Y = 1), H(X|Y = 2) and H(X|Y).
Answer of exercise 5

By calculation,

HX) = H (;;) = 0.544
HX[Y=1) = 0
HX[Y =2) =
H(X[Y) = ZH(X|Y =1)+ iH(X|Y =2)=0.25

Thus the uncertainty about X is increased if Y = 2 is observed and decreased
if Y = 1, but uncertainty decreases on the average.

Exercise 6
Find random variables X, Y and y € Y such that H(X) < H(X | Y =y).

Exercise 7
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What is the minimum entropy for H(pi1,po,...,pn) = H(P) as p ranges
over all probability vectors? Find all possible values of p which achieve this
minimum.

Exercise 8
What is the general inequality relation between H(X) and H(Y)) if
1. Yy =2%
2. Y =cos X
Exercise 9
Show that whenever H(Y | X) =0, Y is a function of X.

Exercise 10

A metric p on a set X is a function p: X x X — R. For all z,y,z € X, this
function is required to satisfy the following conditions:

L p(z,y) =0
2. p(z,y)=0ifand only if z =y
p(z,y) = ply, )
)

3.
4. p(z,2) < p(z,y) + p(y, 2)

For the metric p(X,Y) = H(X|Y) + H(Y|X), show that conditions 1, 3
and 4 hold. Should we define X = Y iff there exists a bijection f such that
X = f(y), show that 2 holds as well.



