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Abstract

We study the FO model checking problem of dense graph classes,
namely those which are FO-interpretable in some sparse graph
classes. Note that if an input dense graph is given together with the
corresponding FO interpretation in a sparse graph, one can easily
solve the model checking problem using the existing algorithms for
sparse graph classes. However, if the assumed interpretation is not
given, then the situation is markedly harder.

In this paper we give a structural characterization of graph
classes which are FO interpretable in graph classes of bounded
degree. This characterization allows us to efficiently compute such
an interpretation for an input graph. As a consequence, we obtain
an FPT algorithm for FO model checking of graph classes FO
interpretable in graph classes of bounded degree. The approach we
use to obtain these results may also be of independent interest.

Categories and Subject Descriptors F.4.1 [Mathematical Logic
and Formal Languages]: Mathematical Logic—Model theory

General Terms FO Logic, Model-Checking, Logic Interpreta-
tions, Sparse Graph Classes, Parameterized Complexity

Keywords FO Logic, Model-Checking, Logic Interpretations,
Sparse Graph Classes, Parameterized Complexity

1. Introduction

Algorithmic metatheorems are theorems stating that all problems
expressible in a certain logic are efficiently solvable on certain
classes of (relational) structures, e.g. on finite graphs. Note that
the model checking problem for first-order logic — given a graph
G and an FO formula ¢ we want to decide whether G satisfies ¢
(written as G' = ¢) — is trivially solvable in time |V (G)|€U¢D.
“Efficient solvability” hence in this context often means fixed-
parameter tractability (FPT); that is, solvability in time f(|¢]) -
[V (G)|°™ for some computable function f.

In the past two decades algorithmic metatheorems for FO logic
on sparse graph classes received considerable attention. After the
result of Seese [16] establishing fixed-parameter tractability of FO
model checking on graphs of bounded degree there followed a se-
ries of results [3, 5, 6] establishing the same result for increasingly
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rich sparse graph classes. This line of research culminated in the
result of Grohe, Kreutzer and Siebertz [11], who proved that FO
model checking is FPT on nowhere dense graph classes.

The result of Grohe, Kreutzer and Siebertz [11] is essentially the
best possible of its kind, in the following sense: If a graph class D is
monotone (i.e., closed on taking subgraphs) and not nowhere dense,
then the FO model checking problem on D is as hard as that on
all graphs. Possible ways to continue the research into algorithmic
metatheorems for FO logic include the following two.

First, one can study relational structures other than graphs. This
line of research has recently been initiated by Bova, Ganian and
Szeider [1], who gave an FPT algorithm for existential FO model
checking on partially ordered sets of bounded size of a maximum
antichain. Shortly after followed the result of Gajarsky et al. [8],
who extended [1] to full FO. Apart from these results, very little is
known and it remains to be seen what other types of structures and
their parameterizations admit fast FO model checking algorithms.
Second, one may consider metatheorems for FO logic on classes
of graphs which are not sparse. Again, little is known along this
line of research. One can mention the result of Ganian et al. [10]
establishing that certain subclasses of interval graphs admit an FPT
algorithm for FO model checking. Besides, the aforementioned
result of [8] can also be seen as a result about dense (albeit directed)
graphs, and [8] actually happens to imply the result of [10].

We would like to initiate a systematic study of dense graph
classes for which the FO model checking problem is efficiently
solvable. It appears that a natural way to arrive at new graph classes
admitting FPT algorithms for FO model checking, is by means of
interpretation. In a simplified setting (although, see Section 4.3
for the more general case) — given a graph G and an FO formula
1 (z, y) with two free variables, we can define a graph H = I,,(G)
on the same vertex set as G and the edge set determined by 9 (z, y):
a pair of distinct vertices u, v is an edge of H iff G |= ¢ (u,v) or
G = (v, u). We then say that H is interpreted in G using 1. A
graph class D is interpretable in a graph class C if there exists an
FO formula ¢ (x, y) such that every member of D is interpreted in
some member of C using 1.

In this context we ask the following question:

Question 1.1. Let C be a graph class admitting an FPT algorithm
for FO model checking, and D be a graph class interpretable in C.
Does there exist an FPT algorithm for FO model checking on D?

It might seem that a definite easy answer is ‘yes’, based on
the following natural property of interpretations: if H € D is
interpreted in G € C using formula ¢ (x,y), and our question is
to decide whether H |= ¢, it is a standard routine to construct a
sentence ¢’ such that H = ¢ if and only if G |= ¢'. Then G |= ¢’
is decided by the FPT algorithm given for C. However, the difficulty
lies in the fact that our inputs come from D, without any reference



to the respective members of C in which they are interpreted.
Even if the interpretation formula ¢ (x,y) is fixed and known
beforehand, we have generally no efficient way of obtaining the
respective member G € C for an input H € D. Thus, Question 1.1
can be reduced to the following:

Question 1.2. Let C,D be graph classes such that D is inter-
pretable in C. Does there exist an integer s and a polynomial-time
algorithm A such that; given H € D as input, A outputs G € C
and an FO formula 1) (x,y) of size at most s such that H is inter-
preted in G using 1 ?

An answer to Question 1.2 is far from being obvious. Take, for
example, the following particular FO interpretation: A graph H is
the square of a graph G if the edges of H are those pairs of vertices
which are at distance at most 2 in G. Then the problem; given H
find G such that H is the square of G, is NP-hard [14]. Another
such negative example, specifically tailored to our settings, is dis-
cussed in Section 4.4. These examples show that it is important to
choose a suitable interpretation formula 1 (avoiding the hard cases)
in an answer to Question 1.2.

Our contribution. 'We answer both Questions 1.1 and 1.2 in the
positive for the case when C is a class of graphs of bounded degree.
We first define near-uniform graph classes, based on a new
notion of near-k-twin relation, which generalizes the folklore twin-
vertex relation, and is related also to the neighbourhood diversity
parameter of [12]. The idea behind this approach is to classify pairs
of vertices which have almost the same adjacency to the rest of the
graph. The approach seems promising and may be of independent
use in further investigation of well structured dense graph classes.

We then give an efficient FO model checking algorithm for the
near-uniform graph classes. This algorithm is based upon the above
idea of interpretation; briefly, given a graph H we use the near-
k-twin relation for a suitable value of k to partition the vertex
set of H and to find a bounded degree graph G, such that H is
interpreted in GG using a universal formula i) depending only on the
class in question. Then we employ the aforementioned algorithm
of Seese [16].

In the second half of the paper we show that the concept of
near-uniform graph classes is robust and sufficiently rich in con-
tent, by proving that the near-uniform graph classes are exactly the
classes which are FO interpretable in graphs of bounded degree. At
this place we remark that properties of graphs which are FO inter-
pretable in graphs of bounded degree have already been studied,
e.g., by Dong, Libkin and Wong in [4] in a different context, but
those previous results do not imply our conclusions. We finish by
sketching some interesting open directions for future research.

2. Preliminaries and outline

In this section we define and discuss interpretations and afterwards
give a brief exposition of ideas leading to our results. We start by
explaining the core ideas behind our approach to analysing dense
graphs and then we sketch the how interpretations are combined
with our approach to dense graphs to obtain the results presented in
Sections 3 and 4.

Graph theory. We work with finite simple undirected graphs and
use standard graph theoretic notation.

Interpretations. We recall the definitions of FO interpretability
for graphs and graph classes. In order to simplify our exposition
and proofs we use a slightly simplified version of interpretations.
However, as we argue later (Section 4.3), this does not really lead
to a loss of generality in our case.

Let ¢(z,y) be an FO formula with two free variables over
the language of (possibly labelled) graphs such that for any graph

and any u,v it holds that G | ¢(u,v) & G E ¥(v,u) and
G W~ Y(u,u), ie. the relation on V(G) defined by the formula
is symmetric and irreflexive. From now on we will assume that
formulas with two free variables are symmetric and irreflexive.
Given a graph G, the formula (z,y) maps G to a graph H =
I,(G) defined by V(H) = V(G) and E(H) = {{u,v} |G E
1(u, v)}. We then say that the graph H is interpreted in G. Notice
that even though the graph G can be labelled, our graph H is not.
This is to simplify our arguments — nevertheless, one may easily
inherit labels from G to H if needed.

In the rest of the paper, whenever we consider graphs G and
H in context of interpretations, graph G will be the graph in
which we are interpreting, and graph H will be the "result" of the
interpretation.

The notion of interpretation can be extended to graph classes
— to a graph class C the formula ¢ (x,y) assigns the graph class
D =1, = {H| H = I;(G),G € C}. We say that a
graph class D is interpretable in a graph class C if there exists
formula 1 (z, y) such that D C I (C). Note that we do not require
D = I,(C), we just want every graph from D to have a preimage
inC.

Interpretations are useful for defining new graphs from old us-
ing logic (again, we think of H as a result of application of ¥ to
@), but can also be used to evaluate formulas on H quickly, pro-
vided that we have a fast algorithm to evaluate formulas on G. Let
H = I,(G), let 0 be a sentence and let " be a sentence obtained
from 0 by replacing every occurrence of the atom edge(z,y) by
P(z,y). Then H E 0 < G =¢'.

Note that in our definition of interpretation we require that
V(H) = V(G) and use the formula 1) (z,y) to define the edges
of H, while the usual definition employs a pair of formulas v(x)
and p(z,y) so that V(H) = {u € V(GQ) | G E v(u)} and
E(H) = {{u,v} C V(H) | G E u(u,v)}. Nevertheless, this
simplification does not lead to a loss of generality: First it is easy to
see that our version of interpretation is just an instance of the ordi-
nary one, by taking u(x,y) = ¥ (x,y) and setting v(x) = true. As
for the opposite direction, we show in Section 4.3 that graph classes
obtained from graphs of bounded degree using ordinary interpreta-
tions (using v(z) and u(x,y)) can be equivalently characterized
using only 1 (z, y).

2.1 Locality, indistinguishability, and the new approach

The existing FPT algorithms for FO model checking of sparse
graph classes we mentioned at the beginning of Section 1 rely heav-
ily on the use of locality of FO logic — the problem of evaluating
FO formulas can be reduced to evaluating local FO formulas (cf.
Gaifman theorem [7], also in Section 4). This, together with the
fact that in sparse graphs it is possible to evaluate local formulas
efficiently, made the locality-based approach suitable for studying
FO logic on sparse graphs. The problem with using this approach
for dense graphs is obvious — in a dense graph the whole graph can
be in the 1-neighbourhood of a single vertex!. This makes evaluat-
ing local formulas around such a vertex expensive (from the FPT
perspective), because this amounts to evaluating them on the whole
graph.

An alternative approach to FO model checking is based on the
concept of vertex indistinguishability. This approach can be used
for dense graphs, but is a bit too limited in its scope. The key no-
tion here is that of twin vertices — two vertices of a graph G are
twins if they have the same neighbourhood. The fact that two ver-
tices u, v are twins means that they behave the same with respect
to any other vertex in a graph. Consequently, no FO formula can

!'This is also true for some sparse graphs, say stars, but we hope that it is
clear that for dense graphs this can cause substantial problems.



distinguish between u and v. It is not hard to see that the twin re-
lation is an equivalence on the vertex set of a graph. The number
of equivalence classes of this relation is called the neighbourhood
diversity [12] of a graph and graph classes of bounded neighbour-
hood diversity admit a very simple FPT algorithm for FO model
checking. However, as already mentioned, the problem with this
approach is that it is too restrictive — even such simple graph classes
as paths have unbounded neighbourhood diversity.

Our approach is based on observing that the locality-based ap-
proach, when used on sparse graphs, is in its essence based on in-
distinguishability of vertices. For example, in a graph of bounded
degree, all vertices behave in the same way with respect to the rest
of the vertex set (they are non-adjacent to it), with only a few ex-
ceptions (their 1-neighbourhoods). In other words, any two vertices
have almost the same neighbourhood. This leads to the relaxation
of the notion of twin vertices. We say that two vertices are near-
k-twins if their neighbourhoods differ in at most k vertices. To see
how this notion works around the issues with locality and indistin-
guishability explained above, let us consider the near-k-twin rela-
tion on the class G4 of graphs of degree at most d and on the class
Gq of its complements. On every graph from these graph classes,
the near-2d-twin relation is an equivalence with one class. Graphs
from Gq are dense and some of them contain universal vertices.
Moreover, the class of all paths is a subset of Ga.

It is important to note that, unlike the ordinary twin relation,
the near-k-twin relation is not automatically guaranteed to be an
equivalence (this depends heavily on specific G and k). However,
when it indeed is an equivalence, it enjoys some desirable structural
properties. This leads us to studying graph classes such that for
each graph from these classes there exists a small k& such that
the near-k-twin relation is an equivalence with a small number of
classes — the near-uniform graph classes. The precise definition
of near-uniformity, as well as the details of the above mentioned
structural properties are explained in the first part of Section 3,
where we also show how to exploit these properties to obtain
an FPT algorithm for FO model checking on near-uniform graph
classes.

2.2 Interpretability in graphs of bounded degree

The graph classes which are interpretable in graphs of bounded
degree are studied in Section 4. Their characterization relies on
a simple corollary of Gaifman’s locality theorem: For a graph G
and two vertices u, v € V(G) which are far apart form each other,
the validity formula ) (u,v) depends only on formulas with one
free variable (up to the quantifier rank g, which depends on )
valid on v and v (i.e. its logical g-types). This in turn means that
when the formula v (u, v) is used for interpretation (to obtain the
graph H from a graph G of degree at most d) and vertices u and u’
satisfy the same formulas with one free variable (again, up to the
quantifier rank ¢), u and «’ will be adjacent to the same vertices
in the resulting graph, except for a small number of vertices which
were in their respective r-neighbourhoods in graph G (here r also
depends on (x,y)). Any two vertices of the same g-type will
therefore be near-k-twins for £ = 2 - d". Since the relation "being
of the same g-type" is an equivalence with a bounded number of
classes, this could lead one to believe that the near-k-twin relation
(for a suitably chosen k) is an equivalence with a bounded number
of classes (independent of G) for any graph from a graph class
interpretable in a class of graphs of bounded degree. This, however,
is not true — it can happen that some vertices v and v of different
g-types can be near-k-twins and vertex w of yet different g-type
can be near-k-twin of v and not a near-k twin of u, thus failing the
transitivity.

The desired characterization of graph classes interpretable in
classes of graphs of bounded degree therefore has a bit more com-

plicated form: A class D is interpretable in a class of graphs of
bounded degree if there exist ko and p such that for every H € D
there exists k& € {0, ..., ko} such that near-k-twin relation is an
equivalence on V(H) with at most p classes — this characteri-
zation thus precisely coincides with near-uniformity. Notice that
this, in turn, also implies the existence of an FPT model check-
ing algorithm for graph classes interpretable in classes of graphs of
bounded degree.

3. Near-k-twins and FO model checking

In this section we extend the concept of indistinguishability of twin
vertices and show how this can lead to an efficient FO model check-
ing algorithm. This constitutes the main algorithmic contribution of
the paper. We start by giving a definition of the near-k-twin relation
and outlining the model checking algorithm based on this, while we
postpone further details and a proof of Theorem 3.3 to the rest of
this section.

We begin by clarifying the terminology. We assume that 0 is
a natural number, i.e. 0 € N. Let X AY denote the symmetric
difference of two sets. For a graph G and a vertex v € V(G),
we define the neighbourhood of v as N¢(v) = {w € V(G) |
{v,w} € E(G)}. If the graph G is clear from the context, we
write just N (v). Note that, by definition, v € N (v).

A useful concept in graph theory is that of twin vertices. Two
vertices u,v € V(G) are called false twins if N(u) = N(v), and
they are true twins if N(u) U {u} = N(v) U {v}. We actually
follow the concept of false twins, which better suits our purposes,
in the next definition.

Definition 3.1 (near-k-twin). For a graph G and k € N, the
near-k-twin relation of G is the relation p, on V(G) defined by
(u,v) € pr <= |N(u)AN(()| <k.

Considering, e.g., k a small parameter and G a large graph then,
intuitively, two vertices of GG are near-k-twins if they have “almost
the same” neighbourhood. This relation, unlike the ordinary twin
relations on graph vertices, does not always “behave nicely”; in
particular, pr may not be an equivalence relation (see e.g. the
examples below). On the other hand, if the near-k-twin relation is
an equivalence of bounded index, then we can use it to decompose
the vertex set of the graph G and efficiently find an interpretation
of G in a graph of bounded degree. This leads to the following.

Definition 3.2 (near-uniform). A graph G is (ko, p)-near-uniform
if there exists k < ko for which near-k-twin relation of H is an
equivalence of index at most p.

A graph class D is (ko, p)-near-uniform if every member of D is
(ko, p)-near-uniform, and D is near-uniform if there exist integers
ko, p such that D is (ko, p)-near-uniform.

Our algorithm for near-uniform graph classes can be summa-
rized in the following three steps.

The FO model checking algorithm. Given is graph H from a
(ko, p)-near-uniform graph class D and an FO formula ¢. Perform
the following steps:

1. For each k := 0,1,..., ko; compute the near-k-twin relation
pr of H, and check whether py, is an equivalence of index at
most p. This test has to succeed for some value of k.

2. Compute a universal formula v (z, y) depending on ko and p,
and the graph G depending on H and k found in step 1,
such that H = I,(Gg) and the vertex degrees in G are at
most 2kop (Theorem 3.7).

3. Run the algorithm of [16] for FO model checking on graphs
of bounded degree on Gy and the formula ¢’, where ¢’ is
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Figure 1. An example. The near-2-twin relation p2 of this path
includes pairs (b, d) and (d, f) but not (b, f), and so p2 is not an
equivalence. On the other hand, p; is an equivalence on this path
and its near-1-twin classes are {a, c}, {e, g}, {b}, {d}, {f}.

obtained from ¢ by replacing every occurrence of edge(z, 2")
with (2, ).

Theorem 3.3. Let D be a (ko, p)-near-uniform graph class for
some ko, p € N. Then the FO model checking problem in D is fixed-
parameter tractable when parameterized by the formula size, i.e.,
solvable in time f(|¢|) - |V(G)|°Y for a computable function f
and input G, ¢.

3.1 Properties of the near-k-twin relation

To give details of the algorithm and to prove Theorem 3.3, we study
some structural properties of graphs for which the near-k-twin
relation is actually an equivalence. To simplify the discussion, we
use the following notation. If pj, of Definition 3.1 is an equivalence
relation, then we call pi the near-k-twin equivalence of G, and the
equivalence classes of py the near-k-twin classes of G.

For example, take a class Gq of the graphs of maximum degree
at most d, and let k = 2d. Then the near-k-twin relation pj is
a trivial equivalence of index one (i.e., with one class) for every
graph from G,4. The same holds for the class G, of the complements
of graphs of G4. Another sort of examples comes, say, with a
class By of the graphs obtained from complete bipartite graphs by
subtracting a subgraph of degrees at most d. For k = 2d and every
graph of By, the near-k-twin relation py, is an equivalence of index
at most two.

On the other hand, we can easily see that the near-2-twin rela-
tion of, e.g., a path of length 6 is not an equivalence; Figure 1. Even
more, examples such as that of Figure 1 show that, having a near-k-
twin equivalence for some k, does not imply that the near-k’-twin
relation is an equivalence for k&’ > k. That is why we cannot simply
use one universal value of k in Definition 3.2.

As outlined above in the algorithm, our key step is to show that
all near-uniform graph classes are FO interpretable in graph classes
of bounded degree. For this we show that for any two large enough
equivalence classes of a near-k-twin equivalence, it holds that every
vertex from one class is connected to almost all or to almost none
vertices of the other class and vice versa. More precisely:

Lemma 3.4. Let k > 1 and G be a graph such that the near-k-
twin relation pi, of G is an equivalence on V(G). Let U and V' be
two near-k-twin classes of G with at least 4k + 2 vertices each (it
may be U = V). Then for every v € V we have

min{|U NN (v)|, |[U\ N()|} < 2k.

Note that the claim of Lemma 3.4 universally holds only when
both U and V are sufficiently large. A counterexample with small
U is a graph consisting of U = {u} and V' inducing a large clique,
such that « is connected to half of the vertices of V. For this graph
the near-1-twin classes are exactly U and V, but both |V N N (u)]
and |V \ N (u)| are unbounded.

U, - v,
U'| = 4k + 2 V| > 4k + 2

Figure 2. An illustration; counting the pairs (w, {u, u’}) such that
w € V,u,u’ € U’ in the proof of Lemma 3.4, in case U # V.

Proof. Forz € V(G)and A C V(Q), let a*(x) = min{|N(z) N
Al, |A\ N(z)|}. Thus to prove the lemma we need to show that
aV(v) < 2kforveV.

Towards a contradiction assume oY (v) > 2k -+ 1 for some
v € V. Clearly, there is a subset U’ C U such that |U’| = 4k + 2
and o’ (v) > 2k + 1, too. Since |N(w)AN(v)| < k for
any w € V by the definition of pj, we also get aUl(w) >
V' (W) —k>2%+1—k=k+1forallwe V.

We are going to count the number D of pairs (w, {u,u’}) such
that w € V, u,u’ € U’ are distinct vertices and exactly one of
wu, wu' is an edge of G. See Figure 2. On the one hand, for any
fixed u,uw’ € U’, every w forming such a desired pair (w, {u, u’})
belongs to N (u) A N(u') and so we have got an upper bound

D< Y IN@ANW) <

{uuye(y)

!
< ('Z') k= <4k;2> k< 3K3(dk 4 2),

where | N (u) A N(u')| < k holds by the definition of py.

On the other hand, we may fix w € V and count the number
of unordered pairs u,u’ € U’ \ {w} such that exactly one of
wu, wu’ is an edge of G; this number is equal to [N (w) N U’| -
U\ Nw)| = oV (w) - (JU'| — oY (w)) if w € U’, and to
o () ("] =1~ a" (w)) or (o (w) =1)- (U] = o (w))
if w € U’. Therefore,

(€]

’

D> (@ (w)-1)- (U] -1-a" (w))
weV
>> (k+1-1)@dk+2-1-k—1) 2
weV
= |V|-3k* > 3k*(4k + 2)
since we have got oV’ (w)>k+1land |V| >4k +2=|U'|.

Now, (1) and (2) are in a contradiction, and hence the sought
conclusion follows. O

Corollary 3.5. Let U and V be the two classes of Lemma 3.4 such
that |U|,|V| > 5k + 1. Then exactly one of the following two
possibilities holds:

a) every vertex of U is connected to at most 2k vertices of V' and
every vertex of V is connected to at most 2k vertices of U, or

b) every vertex of U is connected to all but at most 2k vertices of V-
and every vertex of 'V is connected to all but at most 2k vertices
of U.

Proof. We first show that either
e every vertex of U is connected to at most 2k vertices of V, or



e every vertex of U is connected to all but 2k vertices of V.

Indeed, for any vertex v € U taken separately, only one of these
cases can happen since |V| > 4k, and one of these cases has to
happen by Lemma 3.4. Assume that there exist v, w € U with v
having at most 2k neighbours in V' while w is connected to all but
at most 2k vertices of V. Then | N (v) A N(w)| > |V|—-2k—2k >
k + 1, contradicting the definition of py.

To finish the proof, we have to show the the following case
(relevant if U # V) is impossible: every vertex of U connected
to at most 2k vertices of V' and every vertex of V' connected to
all but at most 2k vertices of U. In the argument we count the total
number of edges between U and V'; it would be at most 2k -|U| and,
at the same time, at least (|U| — 2k) - |V'|. Though, the difference
between these lower and upper estimates is

(Ul =2k) - V| = 2k - |U|
= [Ul-IVI=2k-(UI+V])

3
= (U] —4k) (V| — 4k) + 2k(|U| + |V]) — 16k ®
> k- k+2k(5k 4 5k) — 16k> = 5k° > 0,
a contradiction, thus finishing the whole proof. O

Remark 3.6. Note that Corollary 3.5 still applies if U = V. L.e., for
a single near-k-twin equivalence class U with |U| > 5k + 1 either

a) every vertex of U has at most 2k neighbours in U, or
b) every vertex of U has at least |U| — 2k neighbours in U.

3.2 From near-k-twins to bounded degree

Here we present the core of our algorithm — a procedure which,
given a graph H for which the near-k-twin relation of H is an
equivalence of bounded index, produces a (labelled) graph G’z (on
the same vertex set) of bounded degree, and a formula ¢ (z, y) such
that H = I¢,(GH).

The idea behind the procedure is the following: We start by
dividing the near-k-twin classes of H into “small” and “large” ones
(w.r.t. k), dealing with each of these two types of classes separately.

e Each large class (more precisely, the vertices in the class) is
assigned a label and each pair of large classes receives another
label indicating whether there are “almost all” or “almost none”
edges between the two classes. The exceptions to “almost all”
or “almost none” rules will be remembered by edges of the
graph G g (by Corollary 3.5 each vertex has a bounded number
of such exceptions, hence the bounded degree of G ). Using
these labels and the graph Gy we properly encode the H-
adjacency between the vertices in the large classes.

The H-adjacency of the vertices from small equivalence classes
(both within the small classes and also to the large ones) is
encoded by assigning a new label to each such vertex and
another new label to its neighbourhood. The vertices from small
classes have no edges in the graph Gy .

Note that the construction sketched above depends on & and also
on the number of near-k-twin equivalence classes of H. Unfortu-
nately, as explained earlier, we cannot fix one universal value of the
parameter k beforehand, but at least we can use upper bounds on
both k and the number of equivalence classes (as in Definition 3.2).
With a slightly more complicated use of labels, we can then give
a universal formula v (z, y) which depends only on the parameters
ko and p of a (ko, p)-near-uniform graph class D, but is indepen-
dent from particular H € D. This way we get a result even stronger
than what is required for the proof of Theorem 3.3 (see Section 4
for more discussion):

Vi

Va

V3

Figure 3. An illustration; small (on the left, /) and large (on
the right, W) near-k-twin classes of a graph H, and prevailing
adjacencies within the large classes remembered by sets ' = {1}
and F» = {{1,2}}, as in the proof of Theorem 3.7.

Theorem 3.7. Let ko,p € N, and D be a (ko, p)-near-uniform
graph class. There exists an FO formula 1 (x,y), depending only
on ko and p, such that D C I, (Gak,p) where Gq denotes the class
of (finite) graphs of degree at most d.

Furthermore, for any H € D and k < ko such that the near-
k-twin relation of H is an equivalence of index at most p, one
can in polynomial time compute a graph Gu € Gap,p such that
H = I,(Gr).

Proof. We are going to prove the theorem by defining the formula
Y(z,y) and, for each H € D, efficiently constructing a graph
Gu € Gakyp such that H = I,,(Gg). We give the construction
of the graph Gy first, while postponing the definition of v to the
end of the proof.

Let 0 < k < ko be such that the near-k-twin relation of
H is an equivalence of index at most p. Let Vi,...,V,, where
m < p be the near-k-twin classes of H with more than 5k vertices
(possible “small” near-k-twin classes are ignored now). Observe
that W = V41 U- - -UV,, contains all but at most 5k(p—m) < 5kop
vertices of H.Let W = V(H) \ W denote the remaining vertices
in “small” equivalence classes. See an illustration in Figure 3.

We will construct the graph G'i in three stages. First, we define
the graph G1 = (W, E1 U E3) on the set W, where the edge sets
are given as:

e Let F be the set of those indices ¢ from {1,...,m} such
that every vertex of V; has at least |V;| — 2k neighbours in V;
(case (b) of Remark 3.6). We put F; = {{u, v} |uF#vATie
Fistou,v e Vq}

e Let F be the set of those index pairs {7, j} from {1,...,m}
such that every vertex of V; is connected to all but at most 2k
vertices of Vj and every vertex of V; is connected to all but
at most 2k vertices of V; (case (b) of Corollary 3.5). We put
Ey = {{u,v} | 3{i,j} € FastueVinv eV}

In the second step, we adjust G by the original edges from H:
Let Ew = {{u,v} € E(H) | u,v € W}. Then we put
G2 = (W, E(G1) A Ew). See in Figure 4. Note that every vertex
of G2 has degree at most 2km by Corollary 3.5.

In the degenerate case of £ = 0 we arrive at the same conclusion
by the following alternative argument. By the definition, each near-
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Figure 4. An illustration; graph G2 of maximum degree 3 con-
structed for H (the dotted edges) from Figure 3, and the resulting
labelling of V' (G2) = W U W, as in the proof of Theorem 3.7.

0-twin class is an independent set and each pair of classes is again
independent or induces a complete bipartite subgraph—this now
defines G1 and G2 which is actually edgeless.

In the third step we add back the vertices from W (remember
that V/(H) = W UW) by putting Gg = (W UW, E(G2)). Note
that Gx € Gorm C Gorgp »

Finally we label the vertices of G’ by the following fixed label
set, which is independent of particular H € D:

L = {,N:i=1,...,p}
U{pi g, Vigs pigsviy 1 <6< j < p}
U{oj,0r :j=1,...,5kop}
The vertices of G i are labelled as follows (see again Figure 4):

e Fori=1,...,m < p, each vertex of V; is assigned label \} if
i € Fy, and label \; otherwise.

e Forl < i < j <m < p,each vertex of V; is assigned label
w; ; and each of V; label v ; if {4, j} € F», and labels p;, ; and
v; ;, respectively, if {3, j} & Fb.

o Let W = {w1,ws,...,w-} be indexed in any chosen order.
Forj = 1,...,r < bkop, the vertex wyj is assigned label o;
and each neighbour of w; in H is assigned label J]N .

With G g in place, we can now define the formula

U(,y) = (@ #y) AW (2,y) VY (y,2))

where
Y (z,y) = 1<\/<p (Ai(x) A Ni(y) A edge(z, )
v 1<\‘/< (Xi (@) A Xi(y) A —edge(z, y))
v - \</p< (pig () Avig(y) A edge(a, y))
v - g: (15,5 (x) Avi () A —edge(z,y))
v \/ (03(2) n ().

Clearly, ¥ (z,y) is independent of particular H € D and de-
pends only on the parameters ko and p. The construction of Gx
from H and k is finished in polynomial time and it is also a simple
routine to verify that H = I,(Gg). O

This also finishes the proof of Theorem 3.3 via the fixed-
parameter tractable algorithm of Seese [16].

4. Interpretability of graphs of bounded degree

Having defined near-uniform graph classes, and showing these
classes can be FO interpreted in graph classes of bounded degree,
it is a natural question to ask what is the exact relationship between
those kinds of classes. As it turns out, we can prove (Theorem 4.3)
that each class FO interpretable in a class of graphs of bounded
degree is indeed near-uniform. Thus, near-uniform graph classes
are exactly those graph classes, which are FO interpretable in graph
classes of bounded degree.

4.1 Adjusted Gaifman’s theorem

In the proof of the main result of this section we use the famous
Gaifman’s locality theorem [7] (see also [13]) about the local nature
of the FO logic. However, for our purposes we need a specific
variant of this theorem. To keep the paper self-contained, in this
section we first recap the notation and statement of Gaifman’s
theorem and then state and prove a corollary tailored to our needs.

An FO formula ¢(z1, . . ., x;) is r-local, sometimes denoted by
A (z1,..., 1), if forevery graph G and all vy, ..., v, € V(G) it
holds G = ¢(v1, ..., v1) <= Uy <) N7 (00) | b(v1,.. ., w0),
where N (v) is the subgraph of G induced by v and all vertices of
distance at most r from v.

Theorem 4.1 (Gaifman’s locality theorem). Every first-order for-
mula with free variables x1, . . . , x; is equivalent to a Boolean com-
bination of the following

e local formulas ¢ (z1,...,m1) around x1, . .., 21, and
® basic local sentences, i.e. sentences of the form

/\ dist(zi, ;) > 2r A /\ ¢ (1)

1<i<j<k 1<i<k

31‘1 .. .ka

For a given g, the set of semantically different FO formulas ¢ of
quantifier rank gr(¢) < g with one free variable is finite. Clearly,
this also holds for local FO formulas, as they are a special case of
FO formulas. For a vertex v of a graph GG, we define its local logical
FO (g, 7)-typeastpS, (v) = {0 (z) | G |= ¢ (v) and gqr(¢) <
qa}-

It can be derived from Gaifman’s theorem that if two vertices
u and v are far apart in the graph, then whether v (u, v) holds true
depends only on the logical (g, r)-type of u and v, where g and r
depend on . This finding is formalized by the following (folklore)
corollary of Theorem 4.1; as we were not able to find this precise
formulation in the literature, we also provide a proof, for the sake
of completeness.

Corollary 4.2. For every FO formula 1 (y, z) of two free variables
there exist integers r and q such that the following holds true for
any graph G: If u,vi,v2 € V(G) such that dist(u,v1) > 2r,
dist(u, v2) > 2r and tpgr(m) = tpir(vg), then G = ¢ (u,v1) if
and only if G |= ¢ (u, v2).

Proof. Let ¢(y, z) be a formula, G a graph and u, v1,v2 € V(G)
as in the statement of the Corollary. By Theorem 4.1, 9 (y, z) is
equivalent to a Boolean combination of local formulas ¢(”)(y7 z)
around y and z and basic local sentences. The validity of ¥ (y, z)



for any choice of y and z therefore depends only on local formulas
) (y,z) around y and z (because the validity of basic local
sentences is independent of the choice of y and z). Thus, whether
G = v¥(u,v1) holds true depends only on formulas ¢™ (u, v1)
evaluated on the graph induced by NE (u) U N (v1).

Because dist(u,v1) > 2r, this graph is actually a disjoint
union of the graphs induced by N (u) and N (v1). By the stan-
dard Ehrenfeucht-Fraisse games argument, validity of N (u) U
NE(w1) = ¢ (u,v1) is then fully determined by the types
tpgr(u) and tpiT(vl) of u and v; respectively. The same reason-
ing can be applied to u and vz, and since tpgT (n) = tpgr(vz), the
result follows.

O

4.2 Characterization of the interpretation

The following theorem provides us with a strong characterization of
the classes FO-interpreted in graphs of degree at most d, in terms of
near-k-twin equivalence. It amounts to, in an essence, the "opposite
direction” to Theorem 3.7.

Theorem 4.3. Let Gq be the class of (finite) graphs with maximum
degree at most d and let ¥(x,y) be an FO formula with two free
variables. Then there exist ko and p, depending on d and 1), such
that for every H € I,,(Ga) there exists k < ko for which the near-
k-twin relation of H is an equivalence of index at most p.

Note that, for different graphs H, we may need different values
of k (in particular, there may not be a universal value of k£ which
would work for the whole class I, (Ga)).

Proof. Let G € Gq such that H = I(G). Recall that V(H) =
V(G) and {u,v} € E(H) if and only if G = (u,v). Fixing
G and H, we say that a vertex ¢ € V(H) is a-far from y €
V(H) if the graph distance from x to y in G is greater than a.
From Corollary 4.2 and the fact that there exist altogether finitely
many possible logical g-types of graph vertices (for each q), we
immediately get that there exist integers c (take ¢ = 2r from
Corollary 4.2) and mo depending on v such that the following
claim holds true.

L. Every graph H = I4(G), for G € Gg, has a vertex partition
Uy U---UUpy, = V(H), where m < my, satisfying the
following: if u,v € U; for some ¢ € {1,...,m} and X C
V(G) denotes the set of vertices which are c-far from both u
and v, then N* (v) N X = N (v) N X. In other words, the
neighbourhoods of v and v in H may differ only in vertices
which are at a distance < cin G.

Since the maximum degree of GG is at most d, any vertex of G
has at most 1 4+ d(d — 1)°~* < 1 4 d° vertices at distance up to ¢
fromit. Lettg = O0and ¢; = |U;| fori =1,...,m.

Let us first briefly consider the case thatt; < to+---+ti—1 +
4(14d°)fori=1,...,m.Then |V(H)| =to+t1+---+tmis
bounded by a function of d and 1), and so we can set k := |V (H)|
and thus have only one near-k-twin class of H.

So, for the rest of the proof, we assume that there exists j €
{1,...,m}suchthatt; > to+t1+---+¢;_1+4(14d°). Inthis
case we fix the least such index j and set k :=t; + -+ + ;1 +
2(1 + d°). Note that & is again bounded by a function of d and ¢
only. For any pair u,v € U; where i € {1,...,m}, v and v are
near-k-twins since their neighbourhoods differ in at most 2(1 4 d°)
vertices by (I). For u,v from different parts of (U, ...,Upn), we
say that a vertex w distinguishes u from v if w is c-far from both
u, v and exactly one of wu, wv is an edge of H. If no vertex from
Uj UUjy1 U -+ U U, distinguishes v from v, then again, » and

Figure 5. An illustration; there are (many) vertices w, in U, which
are neighbours of u € U; and at the same time not neighbours of
v € Uy, as argued in the proof of Theorem 4.3. The dotted lines in
the picture represent non-edges, i.e. nonadjacent pairs of vertices.
The dashed (red) ellipses mark c-neighbourhoods of the respective
vertices u, ug, Vg, V.

v are in the near-k-twin relation of H since their neighbourhoods
differ in at most t1 + - - - + ¢j—1 + 2(1 4+ d°) = k vertices.

On the other hand, assume that there exist i # 4’ € {1,...,m}
such that some pair uo € U;, vo € Uy is distinguished by a vertex
wo € Up where j < £ < m. Up to symmetry, uowo € E(H) while
vowo ¢ E(H). See an illustration in Figure 5. Consider any pair
u € Us,v € Uy. Since t; > t; > 2(1 + d°), there exists a vertex
w1 € Ug which is ¢-far from both ug, u. Since uowo € E(H), we
get uowi € E(H) and then uw, € E(H) by (I). Hence there are
at least ¢, — (1 + d°) vertices in U, which are c-far from u and are
neighbours of u. By symmetry, there exist at least t, — (1 + d°)
vertices in U, which are c-far from v and are not neighbours of v.
Altogether, we have got at least t; —2(14+d°) > t; —2(14+d°) > k
vertices in N (u) A N (v) and so u, v are not in the near-k-twin
relation of H.

To recapitulate, u and v are near-k-twins if and only if both
u,v are from the same part of (Ui,...,Un), or u,v are from
distinct parts U;, U, such that no pair of representatives of U;, U,/
can be distinguished by a vertex from U; U Uj11 U -+ U Up,.
The near-k-twin relation of H is thus a coarsening of the partition
(U, ...,Un), and so it is an equivalence of index at most m. We
can now choose p := m and ko to be the maximum of the possible
(and bounded) values of k£ considered above. O

Putting together the results of Theorems 3.7 and 4.3, we easily
get also the following corollary which is interesting on its own:

Corollary 4.4. Let D be a near-uniform graph class, and o(x,y)
be an FO formula with two free variables. Then the class I,(D) is
again a near-uniform graph class.

Proof. By Theorem 3.7, there exists an FO formula v (z,y) such
that D C I,(Gq) for suitable degree bound d depending on D.
We construct a formula o’ (z,y) from o(z,y) by replacing every
occurrence of edge(z,2’") with (z,2’). Then D' = I,(D) C
1,/(Ga). By Theorem 4.3, there exist ko and p such that, for every
H € D/, there exists k < ko for which the near-k-twin relation
of H is an equivalence of index at most p. Consequently, D’ is a
near-uniform graph class. O

4.3 Characterization of ordinary interpretation

We now briefly return to ordinary meaning of an interpretation, in
which one is allowed to select, in addition to new edges, also a
subset of the domain. We easily argue that if we are given a graph H



obtained as an interpretation of some graph G € G4 using formulas

v(z) and p(z,y) sothat V(H) = {u € V(G) | G = v(u)} and

E(H) = {{u,v} CV(H) | G [ p(u,v)} then, again, there exist

ko, p independent of particular G such that the near-k-twin relation

of H is an equivalence with at most p classes for some k < ko.
We proceed as follows:

i. We consider the formula ¢(z,y) = v(z) A v(y) A p(z,y)
and the graph H' = I,,(G). Notice that V(H) C V(H’) and
the vertices from V(H') \ V(H) are isolated (they have no
incident edges) by the definition of ¢ (x, y).

ii. We apply Theorem 4.3 to H' and v(x,y) to obtain k¢ and p
such that the near-k-twin relation of H' is an equivalence with
at most p classes on V (H') for some k < ko.

iii. Since deleting an isolated vertex does not change the near-
k-twin relation on the remaining vertices, after deleting the
vertices V(H') \ V(H) from H' to obtain H, the near-k-twin
relation of H is still an equivalence with at most p classes.

4.4 Hardness of recognizing an interpretation

Recall the aforementioned result [14] claiming that it is NP-hard to
decide whether a given graph is a square of some graph. The square
of a graph can be straightforwardly described by an FO interpreta-
tion with ¢s(z,y) = edge(z,y) V [z # y A Fz(edge(x, z) A
edge(z,y))], expressing that edges of the square are original edges
or pairs at distance exactly two.

In our context, [14] hence means that there exist a graph class
C and an FO formula v (x,y) such that the problem, for a given
graph H € I,(C), to find G € C such that H = I;(G) is not
efficiently solvable (unless P=NP). Though, the reduction of [14]
requires a class C of unbounded maximum degree while we are
primarily interested in interpretations of the classes G4 of graphs
of degrees at most d. Here we show a simple alternative reduction
working already with the class Gs of graphs of degree at most 3.

Notice that such a result is not in a contradiction with Theo-
rem 3.7 since each of the two results speaks about a different par-
ticular formula(s) .

Theorem 4.5. Let Gs denote the class of graphs of degree at
most 3. There exists an FO formula 1o (z,y) such that the problem,
for a given graph H € 14,(Gs), to find G € Gz such that
H = I, (G) is NP-hard.

Proof. We reduce from the folklore NP-hard problem of 3-colouring
a given 4-regular graph Hy. We construct a graph H from an arbi-
trary 4-regular graph Hj as follows:

e Every vertex v of Hy is replaced with a graph T, which is a
copy of the graph in Figure 6 including the dashed edges.

e Every edge e of Hy is replaced with a graph U. which is a copy
of the graph in Figure 7 including the dashed edges.

e For every edge e = {u,v} of Ho, the terminal e' of U, is
identified with u’ of T\, and e* of U, is identified with v’ of
T, where e is the i-th edge at v and the j-th edge at v (for
arbitrarily chosen orderings of edges incident to u, v).

The construction of H is independent of whether Hy is 3-colourable.

Note that since U, contains a vertex of degree 5, itis H ¢ Gs.

Before defining the formula v, we briefly explain the underly-
ing idea of the reduction. For a suitable subgraph G of H (on the
same vertex set), we would like to have H = I, (G) if and only if
every vertex gadget (of a vertex of Hy) restricted to GG encodes one
of three available colours (for this vertex in Hp), and every edge
gadget in G “verifies” that the ends of the edge (in Hp) receive
distinct colours.

vt v®

Figure 6. The vertex gadget T, in the proof of Theorem 4.5.

Figure 7. The edge gadget U. in the proof of Theorem 4.5.

The above rough sketch is made precise now. Considering
colours 1, 2,3, we define three reduced vertex gadgets of a ver-
tex v € V(Ho) as T} = T, and T2, T3 obtained from T, by
removing one or the other dashed edge of T, in Figure 6. Similarly,
a reduced edge gadget U, of an edge e € E(Hy) is obtained from
U, in Figure 7 by removing both dashed edges. Assuming any 3-
colouring ¢ : V(Ho) — {1,2,3}, we construct a graph G € D3
analogously to the above construction of H, while replacing every
vertex v € V(Ho) with 75 and every edge e € E(Ho) with U

Note that G C H. We call a vertex w a v-marker if w is adjacent
to precisely one vertex of degree 1, and we call w an e-marker if
w is adjacent to two vertices of degree 1 (see the circled vertices in
Figures 6 and 7, respectively). Then every e-marker w of G belongs
to some U, of e = {u,v} € E(Hp), and there are precisely two
v-markers of G at distance 9 from w belonging to 7% and to T9.
We would now like to “verify” that the colouring c is proper, i.e.
that ¢ # j, in the formula ).

We define ¥o(x, y) = edge(z,y) V v(z,y) V n(z,y) where

e v(x,y) asserts that there exists z which is a neighbour of x
or y, such that z is a v-marker and the 5-neighbourhood of z is
isomorphic to one of T.}, T2, T2, and that x, y are the ends of
one of the dashed edges in Figure 6;

e n(z,y) asserts that one of x, y, say x, is an e-marker, y is at dis-
tance two from z, and the following holds: there exist vertices
z, 2" at distance 9 from « such that z, 2’ are v-markers with their
5-neighbourhoods isomorphic to T and T7 where i # ;.

It is routine to rewrite the above description into an FO formula.

Clearly, H = I,,(G) if and only if the above colouring c is
proper. Conversely, it remains to prove that if H = I, (G) for any
G € Gs, then Hj is 3-colourable. Notice that G C H and that
the formula o does not “add” edges to degree-1 vertices, and so
the degree-1 vertices of G must be in a one-to-one correspondence
with the v-marker and e-marker vertices of H.

Fix an e-marker w belonging to U. C H. Since w is of degree
5in H and of degree < 3in G € D3, itis G |= 1o (w, t) for some
(actually, at least two) neighbour ¢ of w in H. In particular, by the
definition of n(w, t), this means there exist two v-markers w’, w"’
at distance 9 from w in G. From the construction of H we know
that w’, w” belong to T\, T}, respectively, where u, v are the ends
of ein Hy. Again by G = 9o (w, t), the subgraph of G induced by
V(T.) is one of Ty, T2, T2, say it is T;.. Similarly, the subgraph
of G induced by V(T,) is, say, T? and i # j. Since the same



holds for any edge of Hy, an (arbitrary) graph G € D3 such that
H = I;,(G) indeed encodes a proper 3-colouring of Hy. O

5.  Questions and open problems

Our approach and results open several natural questions which we
believe are worth further investigation. Namely:

1. Can one characterize under which conditions on a formula
¥(x,y) and a graph class C, the following holds? Given a graph
H € D as an input, it would be possible to compute in polyno-
mial (or in FPT with respect to ¢ and C) time a graph G € C
such that H = 1(G). Compare this to Theorems 3.7 and 4.5.

2. It is easy to generalize the notion of near-k-twins u, v in such a
way that it would measure not the size of the symmetric differ-
ence between the neighbourhoods, | N (u) A N(v)|, but struc-
tural properties of the subgraph induced on N (u) A N (v). For
example, we may define a near-sdy-twin relation, in which two
vertices u, v would be near-sdj-twins if the subgraph induced
on N (u) A N(v) has shrub-depth at most k (see [9] for the def-
inition of shrub-depth). One may then consider graph classes
where the near-sdj-twin relation is an equivalence. Is there an
FPT algorithm for FO model checking on such graph classes?

3. Is it possible to extend our results to graph classes interpretable
in more general sparse graph classes? For example, what is a
characterization of graph classes interpretable in planar graphs?
In graph classes of bounded expansion? Are there FPT algo-
rithms for FO model checking on such classes?

4. In relation to the previous point, we know from Corollary 4.4
that the notion of near-uniform graph classes is robust under FO
interpretations. We know of (at least) two other examples of such
behaviour — the graph classes of bounded clique-width [2] and
the graph classes of bounded shrub-depth [9] (which are robust
even under MSO interpretations). Can one come up with other
natural and interesting graph properties defining graph classes
robust under FO interpretations?

5. Inspired by the classification of sparse graph classes by Nesetfil
and Ossona de Mendez [15], we may investigate graph classes D
with the property that, for every FO formula ¢ (z, y) there exists
a graph F); (as “forbidden”) such that F’; is not present as an
induced subgraph in any member of I, (D). This logical defini-
tion may be considered in analogy to the structural definition(s)
of nowhere dense classes [15]. Can we say that such a class D is
FO interpretable in some nowhere dense class?

To conclude, we make the following two explicit conjectures
related to points 3 and 5 of the discussion.

Conjecture 5.1. Let C be a nowhere dense graph class and D a
graph class FO interpretable in C. Then D has an FPT algorithm
for FO model checking.

Conjecture 5.2. Let D be a graph class with the following prop-
erty: for every FO formula v (x,vy) there exists a graph Fy, such
that F, is not an induced subgraph of any member of I,(D). Then
the class D is FO interpretable in some nowhere dense graph class.
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