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Preface m v

P

T
   monadic second-order logic started
around  with the work of Büchi, Elgot,McNaughton, and Ra-

bin on the monadic theories of the natural numbers and the infinite
binary tree. �is research revealed a close connection betweenMSO

and automata theory leading to automata-based decision procedures
for a wide range of monadic theories. A wealth of applications of
these results ensued in the fields of modal logic and automatic veri-
fication. Not only did many decidability results directly follow from
the decidability of the MSO-theory of the binary tree, but also the
automata-theoretic techniques employed by Büchi and Rabin could
be adopted to obtain efficient decision procedures for weaker logics.
As far as further development onmonadic second-order logic itself

is concerned, Shelah gave new proofs of their results by purelymodel
theoretic means and, together with Gurevich, they investigated the
monadic theory of linear orders. In another article Baldwin and She-
lah computed Hanf and Löwenheim numbers for monadic theories.
Finally, a stronger version of Rabin’s theoremwas given byMuchnik.
In a separate line of research which developed out of the study

of graph grammars, Engelfriet, Seese, and Courcelle investigated the
monadic second-order theory of certain classes of graphs and the
relationship between these theories and well-known complexity mea-
sures from graph theory.
Let us summarise the work on monadic second-order logic done

so far. �ere have been three main lines of research.

(a)�e investigation of specific structures.m �e natural numbers with successor <ω, sucA and expansions
by certain unary predicates [, , ].m �e binary tree <0ω, suc, sucA [].m �e real line <R, 0A and other linear orderings [, , ].m Grids [].

(b) Constructions on structures that preserve monadic properties.m Interpretations [, ].m �e composition method [].m Unravellings of transition systems [].m Substitutions [].m Inverse rational substitutions [].m �e construction of Muchnik [, ].
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(c) Algebraic and model theoretic research.m �e computation of Hanf and Löwenheim numbers [, ].m Algebraic classification of graphs with decidable GSO-theory
[].m �emonadic theory of sparse graphs [].m Definability and axiomatisability for certain classes of graphs
[, ].

In the present thesis we will concentrate on this last topic by
investigating the question of which monadic theories are simple. In
particular, we are looking for theories that are decidable or at least
simple enough that we are able to derive structure theorems.
We propose to draw the line between simple and complicated

theories by defining that a structure has a simple monadic theory if
and only if it can be interpreted in some (possibly infinite) coloured
tree.
�e class of structures obtained this way generalises the class of

graphs of bounded clique width which was originally defined by
Courcelle, Engelfriet, and Rozenberg [] via graph grammars. Later
on Courcelle [] proved that every class of finite graphs of bounded
clique width can be interpreted in a suitable class of finite trees. In the
same vein,wewill introduce termsdenoting arbitrary relational struc-
tures and we show that a structure can be denoted by a term if and
only if it is interpretable in some (possibly infinite) tree. Furthermore,
we obtain an equivalent characterisation via hierarchical decompo-
sitions of the structure which can be used to define a complexity
measure, called partition width, which provides our generalisation of
the notion of clique width.
�e intuitive idea that structures interpretable in a tree have a sim-

ple monadic theory is supported by several model theoretic results
we obtain for this class. Finiteness of partition width is preserved
by elementary embeddings and we will prove a compactness theo-
rem for structures of finite partition width. Furthermore, no such
structure has the independence property or, equivalently, infinite
VC-dimension, that is, in no structure of finite partition width it is
possible to encode, in a first-order way, all subsets of some infinite
set by single elements.
Aßer having obtained a class of simple structures the obvious next

question is whether this characterisation is precise.�at is, we would
like to prove that all other structures have a complicated monadic
theory. We conjecture that every structure of infinite partition width
contains arbitrarily largefiniteMSO-definable grids.�iswould imply
that the full second-order theory of the class of finite sets can be
interpreted in the monadic second-order theory of every structure
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of infinite partition width. In particular, every such structure would
have anundecidableMSO-theory.�erefore, a proof of this conjecture
would settle the conjecture of Seese []which states that every graph
with decidableMSO-theory has finite clique width.

We try to obtain an answer to this question by developing a theory
of connectedness based on cuts and separations that is symmetric
with regard to edges and non-edges. Aßer sufficient preparations of
this kind we are able to translate the core of the original proof of
Robertson and Seymour’s Excluded Grid �eorem from tree width
to partition width. Despite these encouraging results, both, a full
analogue of the Excluded Grid �eorem and the conjecture itself
remain open.
In the second part of the thesis we turn to the investigation of

subclasses consisting of structures with decidable monadic theory
that, furthermore, admit a finite representation. Mainly, we will con-
sider the class of structures that can be interpreted in the complete
binary tree without additional unary predicates. We will study alge-
braic properties of these structures including a characterisation of
all linear orders contained in this class. We will also show that every
such structure can be finitely axiomatised in guarded second-order
logic with cardinality quantifiers.

�e organisation of this thesis is as follows.We start inChapter  by
giving a surveyon several variants ofmonadic second-order logic.We
will present operations on structures that preserve monadic proper-
ties and, aßer introducing the required automata-theoretic concepts,
we prove an extension of the theorem ofMuchnik which is one of the
strongest decidability results in logic known today.
Aßer these logical prerequisites we give an introduction to the

theory of graph grammars in Chapter .We present several classes of
graphs defined by such grammars, define the notion of clique width,
and compare the clique width and the tree width of a given graph.
In Chapter  we start to develop a model theory for monadic

second-order logic by generalising the concept of clique width from
countable graphs to relational structures of arbitrary cardinality. We
study how this new measure, which we call partition width, behaves
under certain operations on structures, andwe give an existential con-
dition for large partition width. As far as model theoretic questions
are concerned, we show that a variant of partition width is invariant
under elementary extensions and compactness, and we prove that no
structure of finite partition width has the independence property.
�e main open problem in the field of clique width is Seese’s

conjecture which states that a graph with decidableMSO-theory has
finite clique width. In Chapter  we make some progress in this
direction by developing a theory of cuts and connectedness suitable
for dealing with clique width.�is allows us to transfer the main part
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of the proof of Robertson and Seymour’s Excluded Grid �eorem
from tree width to partitionwidth. Nevertheless, both a full analogue
of the Excluded Grid�eorem and Seese’s conjecture remain open.
In the last part of the thesis we investigate structures of finite

partition width that can be encoded by a finite amount of informa-
tion. In Chapter  we define a hierarchy of classes of such structures
and present several algebraic characterisations of the class of tree-
interpretable structures, the lowest class in this hierarchy. In particu-
lar, we will study paths in tree-interpretable graphs and we derive a
characterisation of all tree-interpretable linear orders.
�e final chapter is devoted to the proof that every tree-inter-

pretable structure is finitely GSO<�κA-axiomatisable. We show that
the cardinality quantifiers are really needed and we present some
simple applications to theautomorphismgroupofa tree-interpretable
structure.
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 F- 

S-O L

A
    we will present some variants
of monadic second-order logic and give an overview over their

properties. We will investigate operations on structures and their
effect on monadic theories, and we will present decidability results
for monadic theories based on these operations and on automata-
theoretic techniques.

. N  

Let us recall some basic definitions and fix our notation. Let �n� ��F, . . . , n � K. We tacitly identify tuples ā � a . . . an� . An with
functions �n� � A and frequentlywewrite ā for the set Fa , . . . , an�K.
�is allows us to write ā R b̄ or ā � b̄iI for I R �n�. �e length of a
sequence ā . Aα is iāi � α. �e complement of a set X is denoted
by X. Recall that the α-fold iterated exponentiation �α<κA is defined
by �α<κA�<κA � κ and �α<κA � sup G �β<κA j β 0 α L .
We will use this notation also for finite κ.

For the most part, we will only consider relational structuresM �<M,R , R, . . . A. �e set of relation symbols FR , R, . . . K is called
the signature of M. When speaking of the arity of a structure or
a signature we mean the supremum of the arities of its relations.
A transition system is a structure of arity at most . We reserve the
term (directed) graph for is a transition systems G � <V, EA with a
single edge relation. If E is irreflexive and symmetric then we call G
undirected.

L. MSO, monadic second-order logic, is the extension of first-
order logic FO by quantification over sets. In places where the exact
definition matters – say when considering the quantifier rank of a
formula – we will use a variant without first-order variables where
the atomic formulae are of the form Y � Z, Y R Z, and RX . . . Xn� ,
for set variables Xi, Y , Z and relations R. Using slightly nonstandard


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semantics we say that an atom of the form RX̄ holds if there are
elements ai . Xi such that ā . R. Note that we do not require the Xi
to be singletons. Obviously, each MSO-formula can be brought into
this form.
By FOk andMSOk we denote the fragments of the respective logicFOk , MSOk

that consists of those formulae with quantifier rank at most k.
ThL<MA is the L-theory of a structure M. We denote the factThL<MA

that N is an L-elementary extension of M by M ZL N, and we setM ZL N
M �L N if ThL<MA � ThL<NA.M �L N
If L is a logic containingMSO then we denote by L<�ωA the exten-L<�ωA

sion of L by the predicate iXi 3 � , and the logicL �C extendsL byL � C

predicates of the form iXi � k <mod mA for all k, m 0 ω. We adopt
the convention that iXi � k <mod mA is false for infinite sets X.
Hence L �C subsumes L<�ωA. Finally,L<�κA is the extension ofL byL<�κA
first-order quantifiers �λ meaning “there exist at least λmany”, for all
cardinals λ.
We denote the relativisation of a formula φ to a set X by φX .φX

A formula φ<x̄A where each free variable is first-order defines on a
given structure M the relation φM �� F ā i M Ø φ<āA K.φM
T. Let κ be a cardinal and α an ordinal. By κ0α we denote theκ0α
set of all functions β � κ for β 0 α. �e empty sequence is denoted
by ε. For x, y . κ0α, we write x Z y if x is a prefix of y, and the longestε

x Z y
common prefix of x and y is denoted by x A y. If x � yz then y�x �� z.x A y

y�x By x2k we denote the prefix of x of length ixi � k.
x2k Let2lex be the lexicographic order, and2ll the length-lexicographic

x 2lex y
x 2ll y one, that is,

x 2ll y : iff ixi 0 iyi, or ixi � iyi and x 2lex y .
A (directed) tree is a partial order <T, ZAwhose universe T R κ0α istree

closed under prefixes. Sometimeswe also add the successor functions
succ<xA �� xc for c 0 κ. Labelled trees are either represented aslabelled tree

structures <T, Z, <PiAi.ΛAwith additional unary predicates Pi for each
label i . Λ, or as functions t � T � Λ.
An undirected tree is an undirected graph that is acyclic and con-undirected tree

nected. An undirected tree is called ternary if all non-leaves haveternary

degree .
Let Υ be a signature. A Υ-term is a labelled tree T � Υ such thatterm

the number of successors of a node w . T equals the arity of its label.
�e tree T is called the domain of the term. Note that terms may bedomain

infinite.

R’ . Let κ, λ, µ, and χ be cardinals. We denote
by κ � <µAλχ the fact that, given any colouring of the setκ � <µAλχ ðλ<κA �� FX R κ i iXi � λ K
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using χ colours, there exists a subset Z R κ of size µ such that all
sets X . ðλ<ZA have the same colour. In order to avoid clumsy
descriptions we further define R<mAdp

R<mAdp �� min G n j n � <mAdp L .
Recall that Ramsey’s theorem states that R<mAdp 0 � for finite values
ofm, d, and p.

. G -  

 

Guarded logics were introduced as generalisations ofmodal logics. In
the course of this programme Grädel, Hirsch, and Otto [] defined
guarded second-order logicwhich, on sparse structures, i.e., structures
whose relations contain few tuples, can be considered as a generali-
sation of monadic second-order logic. Restricted to graphs this logic
coincides with the logicMS, a variant ofmonadic second-order logic
defined by Courcelle where one can also quantify over sets of edges.

Definition ... Let M be a relational structure.
(a) A tuple ā R M is guarded if there exists a relation R of M and guarded tuple

some tuple c̄ . R such that ā R c̄. �e relation R may be the equality
predicate �. If we want to specify the relation witnessing guardedness
we say that the tuple ā is guarded by R.

(b) A relation S R Mn is guarded if every tuple ā . S is guarded. guarded relation

Note that every singleton a . M is guarded by � and, consequently,
so is every unary relation A R M.

Definition ... Guarded second-order logic, GSO, has the same syn- guarded second-order logic
GSOtax as full second-order logic, but semantically all second-order quan-

tifiers are restricted to range only over guarded relations.

Remark. For finite signatures, there exists a formula γ<x̄A that states
that the tuple x̄ is guarded.�erefore, by requiring that every second-
order quantifier is of the form=�R.�x̄<Rx̄ � γ<x̄AAB or =�R.�x̄<Rx̄ � γ<x̄AAB ,
we can replace the semantic restriction in the definition of GSO by a
purely syntactic one.

Lemma ... MSO R GSO.
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Proof. Since every unary relation is guarded it follows that we can
use unrestricted set quantifiers in GSO. k
Example. For graphs guarded quantification amounts to quantifica-
tion over sets of vertices and sets of edges. Hence, we can, for instance,
express that a graph G � <V, EA contains a Hamiltonian cycle by the
GSO-sentence�H��x�y<Hxy � ExyA , �x��yHxy , �x��yHyx, �X=<�xXx , �x�y<Xx , Hxy � XyAA � �xXxB�
To every relational structure we can associate two transition sys-

tems in a natural way.

Definition ... Let M � <M,R , R, . . . A be a structure.
(a) �e Gaifman graph of M is the graph G<MA � <M, EA whoseGaifman graphG<MA edge relation E consists of all guarded pairs of M.
(b) �e incidence structure of M is the structureincidence structureMI

MI �� <V, <πiAi, R, R, . . . A
wherem the universe V consists of all guarded tuples of M (note that,

in particular,M R V),m πi � V � M R V is the projection to the i-th coordinate, andm the relations Ri R V are considered as unary predicates.

Note that every guarded tuple in G<MA is also guarded in M.
�erefore, we can translate GSO-formulae over G<MA to formulae
over M.
Similarly, each guarded relation S R Mn in M corresponds to a set

S R V inMI and, conversely, every set S R V canbewritten as aunion
S � ºi Si of guarded relations Si R Mni . Using this correspondence
we can translate GSO-formulae over M to MSO-formulae over MI
and vice versa. In that way,GSO can indeed be considered as a variant
ofMSO.

Lemma ... LetM be a structure of finite signature.
(a) For every formula φ<x̄, Z̄A . GSO, there exists a GSO-formula

φG<x̄, Z̄A such thatG<MA Ø φ<ā, S̄A iff M Ø φG<ā, S̄A
for all tuples ā R M and all guarded relations Si R Mni .
(b) For every formula φ<x̄, Z̄A . GSO, there exists an MSO-formula

φI<x̄, Z̄A (where each Zi is considered as set variable) such that
M Ø φ<ā, S̄A iff MI Ø φI<ā, S̄A
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for all tuples ā R M and all guarded relations Si R Mni .
Conversely, every MSO-formula over MI can be translated into a

corresponding GSO-formula overM.

�ere exists a strong link between guarded second-order logic and
the notion of tree width introduced by Robertson and Seymour [].

Definition ... Let M be a structure.
(a) A tree decomposition ofM is a family <FvAv.T of subsets Fv R M tree decomposition

indexed by an undirected tree T that satisfies the following condi-
tions:m ºv.T Fv � M.m For every a . M, the set F v . T i a . Fv K is connected.m For every guarded tuple ā R M, there exists a node v . T such

that ā R Fv.
(b) �e width of a tree decomposition <FvAv.T is the number width

twd<FvAv �� sup F iFvi �  i v . T K .
(�e � has historical reasons. Its only effect is making notation
slightly more complex.) �e tree width of M is the minimal width of tree width

twdMa tree decomposition of M.

Lemma ... For every structureM, we have twdM � twdG<MA.
Proof. Every tree decomposition of M is also a tree decomposition
of G<MA. Conversely, one can show that, if <FvAv is a tree decom-
position of G<MA, then, for every clique X R M in the Gaifman
graph, there exists a component Fv with X R Fv (see, e.g., Diestel [],
Lemma ..). Hence, <FvAv is also a tree decomposition of M. k
One important characterisation of tree width is the Excluded Grid

�eorem of Robertson and Seymour []. �e following improve-
ment is by Robertson, Seymour, and�omas [].

�eorem .. (ExcludedGrid�eorem). LetM be a structure of tree
width twdM 1 n



. �en G<MA contains an n � n grid as minor.
It follows that the GSO-theory of every structure of infinite tree

width is undecidable.

�eorem .. (Seese []). If M is a structure of infinite tree width
then its GSO-theory is undecidable.
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Proof. Let G � <V, EA �� G<MA be the Gaifman graph of M. Every
minor H of G can be encoded by three relations:m the subset V R V of those vertices that are not deleted,m the subset E R E of those edges which are not deleted, andm the subset E R E of those edges that are contracted.
GivenV,E, andE, every sentenceφ . MSOoverH canbe translated
into anMSO-formula ψ<V, E, EA over G such that

H Ø φ iff G Ø ψ<V, E, EA .
Hence, the MSO-theory of the class M of minors of G<MA can be
interpreted into theGSO-theoryofM. By theExcludedGrid�eorem,M contains the class K of all finite grids. Since K is finitely MSO-
axiomatisable, it follows that ThMSO<KA is interpretable inThGSO<MA.
A simple encoding of domino problems shows that the former is
undecidable (see Seese []), and the result follows. k
Definition ... A structure M is uniformly k-sparse ifuniformly k-sparse jRiXj 2 kiXi ,
for every set X R M and all relations R.

Lemma ... Planar transition systems are uniformly -sparse.

Proof. Consider a finite substructure A with n vertices and fix some
edge relation Eλ. �e FEλK-reduct <A, EλA of A is a directed graph
whose underlying undirected graph has atmost n� edges (see, e.g.,
Diestel [], Corollary .., or Bollobás [], �eorem I. ). Taking
possible self-loops into account (of which there are at most n) it
follows that <A, EλA has at most n �  edges. k
Lemma ... Let M be a transition system with m binary relations.
If twdM 2 k thenM is uniformly <k � kA-sparse.
Proof. Let M R M and let <FvAv.T be a tree decomposition of M

of width at most k such that Fu º Fv for all nodes u h v. If iMi 2 k
then there is nothing to prove. Otherwise, fix an arbitrary node r . T
and consider T as directed tree with root r. For every directed edge<u, vA in this tree we can fix some element a . Fv � Fu. �at way
we obtain an injective function mapping the edges of T into M . It
follows that iTi 2 iMi � . Let E �� ºv.T Fv � Fv. �en E is of sizeiEi 2 k=iMi � B and every edge relation Eλ of M is contained
in E. Consequently,iEλi 2 k=iMi � B 2 k�iMi � iMi

k
E � <k � kAiMi . k
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Courcelle [] has shown that GSO collapses toMSO on uniformly
k-sparse graphs.

�eorem ... Let k 0 ω. For every sentence φ . GSO there exists a
sentence ψ . MSO such that

M Ø φ iff M Ø ψ
for every uniformly k-sparse transition systemM.

Corollary ... If the GSO-theory of a transition system M is decid-
able then GSO collapses toMSO on M.

Proof. By �eorem .., the decidability of ThGSO<MA implies that
k �� twdM 0 � . Hence, by Lemma .., M is uniformly <k � kA-
sparse, and the result follows from the preceding theorem. k
. F

One approach to investigate the theory of a given structure M con-
sists in showing thatM can be obtained from structures with known
theories by operations that are compatible with the logic under con-
sideration. In the present sectionwewill introduce several operations
which allow us to compute the L-theory of M from the L-theory
of another structure for certain logics L and L.

Definition ... Let L and L be logics. An <L,LA-functor is an <L ,LA-functor
operation F on structures with the following properties:

() �ere exists an effective functionmapping eachL-sentence φ
to a sentence φF . L such thatF<MA Ø φ iff M Ø φF for every structure M.

() F preserves elementary embeddings, i.e., M ZL
N impliesF<MA ZL

F<NA.
If L � L we will simply call F an L-functor.

Remark. If F is an L-functor and M �L N, then F<MA �L F<NA.
Example. �e following operations on structures fit into the frame-
work of functors.

()Reducts. IfM is a τ-structure and τ R τ then, for any reasonable
logic L, the τ-reduct F<MA �� Miτ is an L-functor with φF �� φ.
()Definable expansions.A sequenceψi<x̄A, i . I, ofMSO-formulae

induces the MSO-functor F<MA �� <M, <ψM
i AiA. We obtain φF by

replacing each new relation by the formula ψi defining it.



 m  First- and Second-Order Logic

() Definable substructures. For every ψ<xA . MSO, we can define
the MSO-functor F<MA �� MiψM mapping a structure M to the

substructure defined by ψ. We can compute φF by relativising every
quantifier to ψ.
() Factorisation by definable equivalence relations. Each formula

ψ<x, yA . MSO defining an equivalence relation induces an MSO-
functor F<MA �� M2ψM where φF is obtained from φ by replacing
every equation t � t� by the formula ψ<t, t�A and by restricting set
quantifiers to sets closed under the equivalence relation defined by ψ.
() We have seen in the previous section that the operation which

associates to a structure its Gaifman graph is a GSO-functor, and the
mapping to the incidence structure is a <MSO,GSOA-functor.
() If all formulae in () – () are first-order then these operations

are FO-functors.
() �e operations () – () are also <MSO � CA-functors.

.. I

We combine the operations () – () of the previous example into a
single one.

Definition ... Let L be a logic, and τ and σ relational signatures.
(a) A (one-dimensional) L-interpretation is a sequenceL-interpretation I � )δ<xA, ε<x, yA, <φR<x̄AAR.τ.

of L-formulae of signature σ. Given a σ-structure M it defines the
τ-structureI<MA �� =δM, <φM

R AR.τB3εM.

To make this expression well-defined we require that εM is a congru-
ence of the structure <δM, <φM

R ARA.
(b) A structureN is L-interpretable in M if there exists anL-inter-

pretation I such that N � I<MA. In this case we write I � N 2L M.I � N 2L M
�e epimorphism <δM, <φM

R ARA � N induced by the isomorphismI<MA � N is called coordinate map and also denoted by I .coordinate map

(c)An interpretationI is injective if the coordinatemap is injective,injective

i.e., if ε<x, yA � x � y.
Since every composition ofL-functors is again anL-functor, it fol-

lows that MSO-interpretations are MSO-functors and FO-interpreta-
tions FO-functors. We even have the stronger result that the function
φ ( φF can be extended to formulae with free variables.
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Interpretation Lemma. If I � A 2MSO B then

A Ø φ<I<b̄AA iff B Ø φI<b̄A for all φ . MSO and b̄ R δB.

In particular, MSO-interpretations are MSO-functors. �e same holds,
if we replace MSO with FO. Finally, if I is injective then we can also
translate <MSO � CA-formulae.
We illustrate interpretations by considering structures interpreta-

ble in a tree <α0β, Z, P̄A.�esewill play an important role inChapter .

Lemma ... Let α and β be ordinals.

(a) <α0β, ZA 2FO <0αβ , Z, PA for some unary predicate P.
(b) <α0β, Z, <suciAi0α, P̄A 2FO

<α0β, Z, P̄, Q̄A for suitable unary pred-
icates Qi, i 0 α.

Proof. (a) Let h � α0β � 0αβ be the function which replaces in
γ̄ . α0β each γi by the sequence γi. �en for x, y . α0β we have

x Z y iff h<xA Z h<yA .
Setting P �� rng h we obtain the desired interpretation.
(b) Let Qi �� Fwi i w . α0β K for i 0 α. �en

suci<x, yA iff x X y , Piy ,  �z<x X z X yA . k
.. P

In general, products only preserve first-order theories. To obtain
MSO-functors we consider the special case of products by a fixed
finite structure.

Definition ... Let M be a σ-structure and N a τ-structure. �e
product of M and N is the structure productM �N

M � N �� =M � N, <RAR.σ , <RAR.τ , � , �B
with relations

R �� G =(a , b-, . . . , (ar , br-B j <a , . . . , arA . RM L ,
R �� G =(a , b-, . . . , (ar , br-B j <b, . . . , brA . RN L ,(a, b- � (a�, b�- : iff a � a� ,(a, b- � (a�, b�- : iff b � b� .
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Mostly, we will consider the special case that M � �m� is a
finite set. By m � N we will denote the product M � N where�m� �N
M � <�m�, , . . . , m � A is the set �m� enriched by constants for
every element.
If M is a finite structure then the operationF<NA �� M �N is an

MSO-functor.

Lemma ... LetM be a finite structure andN an arbitrary one. For
every formula φ<X , . . . , Xn�A . MSO an all sets A , . . . , An� R M
there exists a formula φĀ<X̄A . MSO such that

M �N Ø φ<B, . . . , Bn�A
iff N Ø φπ<BA...π<Bn�A<π<BA, . . . , π<Bn�AA ,
where π � M � N � M and π � M � N � N are the projections on
the respective coordinate.

Proof. We construct φā<x̄A by induction on φ. For atomic formulae
we have<RX̄AĀ �� bhhfhhdtrue if A � � � � � An� 9 RM h ∅ ,

false otherwise,<RX̄AĀ �� RX̄ ,<X � YAĀ �� bhhfhhdtrue if A 9 A h ∅ ,

false otherwise,<X � YAĀ �� X 9 Y h ∅ .

Boolean combinations remain unchanged<φ , ψAĀ �� φĀ , ψĀ ,< φAĀ ��  φĀ ,
and for quantifiers we have<�YφAĀ �� �Y £

PRM φĀP ,<�YφAĀ �� �Y ¡
PRM φĀP . k

Interpretations in trees are closed under products with finite struc-
tures.

Lemma ... Let I � N 2MSO <0ω, suc, suc, R̄A for arbitrary rela-
tions R̄. IfM is a finite σ-structure then

M �N 2MSO <0ω, suc , suc, R̄A .
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Proof. Let I � (δ<xA, ε<x, yA, <φR<x̄AAR.τ-. W.l.o.g. we assume that
M � �n�. We code the element <k, wA . �n� � 0ω by the word wk .
Let ψk<x, yA be the formula stating that x � yk . We obtain an
interpretationI � � )δ�, ε�, <φ�RAR.σ , <φ�RAR.τ , φ��

, φ��
.

of M �N in <0ω, suc, sucA by defining
δ�<xA �� �y>δ<yA , £

k0n ψk<x, yAC ,
ε�<x, yA �� �u�v>ε<u, vA , £

k0n<ψk<x, uA , ψk<y, vAAC ,
φ�R<x̄A �� �ȳ £

k̄.RM

¡
i

ψki<xi, yiA ,
φ�R<x̄A �� �ȳ>φR<ȳA , £

k̄R�n�¡i ψki<xi, yiAC ,
φ��

<x, yA �� �u�v £
k0n<ψk<x, uA , ψk<y, vAA ,

φ��
<x, yA �� �u�v>ε<u, vA , £

k,l0n<ψk<x, uA , ψl<y, vAAC . k
.. I  

�e next operation, introduced byMuchnik, arranges disjoint copies
of a structure in a tree-like fashion.

Definition ... LetM � <M,R , . . . A be a τ-structure.�e iteration
of M is the structure M� �� <M0ω, suc, cl, R� , . . . A of signature τ� �� M�
τ < Fsuc, clK where

suc �� F <w, waA i w . M0ω, a . M K ,
cl �� Fwaa i w . M0ω, a . M K ,
R�i �� F <wa, . . . , warA i w . M0ω, ā . Ri K .

�e fact that iterations are MSO-functors is one of the strongest
decidability results for monadic second-order logic currently known.
We will defer the proof until Section . since it requires techniques
we have not yet introduced.

�eorem .. (Muchnik). For every sentence φ . MSO one can
effectively construct a sentence φ� . MSO such that

M Ø φ� iff M� Ø φ for all structuresM .

Corollary ... IfM �MSO N then M� �MSO N�.
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We give three examples of decidability results that immediately
follow from this theorem.�e first one is Rabin’s tree theorem.

�eorem .. (Rabin). �e monadic second-order theory of the bi-
nary tree T �� <0ω, suc, sucA is decidable.T

Proof. Let M �� <��, P, PA be the structure with binary universe
and predicates Pc �� FcK. Its iteration is the tree

M� � <0ω, suc, cl, P�, P� A
into which we can interpret T by defining

succ<x, yA �� suc<x, yA , P�c y .
Since theMSO-theory of the finite structure M is decidable so is the
one of T. k
Ageneralisation is the theoremofLeTourneau [] andShelah []

stating that the theory of all trees is decidable.

�eorem ... �emonadic second-order theory of the class T of all
trees <T, ZA with T R κ0ω, for some cardinal κ, is decidable.
Proof. Let φ . MSO. We have φ . ThMSO<T A iff<κ0ω, ZA Ø �X<“X is prefix-closed” � φXA for all κ .

Hence, it is sufficient to show that the MSO-theory of the class of all
trees of the form <κ0ω, ZA is decidable.Actually, by the same reasoning
we only need to consider such trees with κ 3 �.

We claim that <κ0ω, ZA �MSO <�0ω , ZA for infinite κ. Let Mκ be the
structure of size κ with empty signature. By an Ehrenfeucht-Fraïssé
game we can show that Mκ �MSO M�

for all κ 3 �. It follows that
M�

κ �MSO M��
. Since I � <κ0ω, ZA 2MSO M�

κ for an interpretation I
that does not depend on κwe have <κ0ω, ZA �MSO <�0ω , ZA as desired.
We have seen that φ . ThMSO<T A iff<�0ω , ZA Ø �X<“X is prefix-closed” � φXA .

By Muchnik’s theorem, the decidability of ThMSO<M�
A implies the

one of ThMSO<�0ω , ZA, . k
By contrast, the theory of trees κ0α with α 1 ω is undecidable.

�eorem ... �e monadic second-order theory of any class K con-
taining some tree <κ0α, ZA with κ 1  and α 1 ω is undecidable.
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Proof. Shelah [] has shown that the first-order theory of arithmetic
is interpretable in the monadic theory of the real line <R, 2A. Since<R, 2A 2MSO <0ω� , Z, P, PA where Pc �� Fwc i w . 0ω K it follows
that ThMSO<0ω�, Z, P, PA is undecidable. Let ψ<X, Y, YA . MSO

be a formula stating that the substructure induced by X when ex-
panded by the unary predicates Y and Y is isomorphic to the tree<0ω�, Z, P, PA. It follows that, for φ . MSO,<0ω�, ZA Ø φ<P , PA
iff �X�Y�Y<ψ<X, Y, YA � φX<Y , YAA . ThMSO<KA . k
�e last applications concerns unravellings of transition systems.

Definition ... Let M � <V, <EλAλ, P̄A be a transition system. Its
unravelling is the forest unravellingU<MA �� <Vu , <EuλAλ, P̄uA
whose universe consists of all finite paths through M. �e relations
are

Euλ �� F <wa, wabA i wab . Vu , <a, bA . Eλ K ,
Pui �� Fwa . Vu i a . Pi K .

�eorem ... �e operation of unravelling is anMSO-functor.

Proof. We construct an MSO-interpretation I � U<MA 2MSO M�.
First, we define a formula ψλ<x, yA stating that x � wa and y � wab
for some edge <a, bA . Eλ. Fromwawe candefine the element z � waa
with the help of the clone relation and then state that <waa, wabA . E�λ .

ψλ<x, yA �� �z<suc<x, zA , cl<zA , E�λzyA .
�e reflexive and transitive closure Z of the relation suc is also MSO-
definable.�e set of all paths through M is given by the formula

δ<xA �� �y�z>suc<y, zA , z Z x �£λ ψλ<y, zAC ,
and the relations of U<MA can be defined by

φEλ
<x, yA �� δ<yA , ψλ<x, yA ,
φPi<xA �� δ<xA , P�i x . k

�e next lemma shows that iterations and interpretations com-
mute.

Lemma ... If I � M 2MSO N is an injective interpretation then
there exists an injective interpretation I� � M� 2MSO N�.
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Proof. Let I � (δ<xA, <φR<x̄AAR-. To constructI� � (δ�<xA, φ�suc<x, yA, φ�cl<xA, <φ�R<x̄AAR-
we set

δ�<xA �� �y�z<suc<y, zA , z Z x � δy<zAA ,
φ�suc<x, yA �� suc<x, yA ,

φ�cl<xA �� cl<xA ,
φ�R<x̄A �� �y>¡

i

suc<y, xiA , φyR<x̄AC ,
where Z is the reflexive and transitive closure of suc in N� and
ψy denotes the relativisation of ψ to the set F z i suc<y, zA K. k
.. G 

All operations presented so far construct one structure from another
one. Next we will describe a quite general and versatile way to com-
pose a structure out of many different parts. Transferring results of
Feferman and Vaught [] from products and first-order theories to
unions and MSO-theories, Shelah [] introduced the composition
method in order to prove in a uniform way all of the decidability
results for monadic second-order known at that time. For a readable
overview see [, ].
A generalised sum of a sequence <MiAi.I of structures consists of

their disjoint union where we add an equivalence relation � whose
classes are the componentsMi. Furthermore, the index set I may be
an arbitrary structure I whose relations are also added.

Definition ... Let I be a σ-structure and <MiAi.I a sequence of
τ-structures indexed by elements of I.
�e generalised sum of <MiAi.I is the structuregeneralised sumºi.IMi »

i.I Mi � =N, �, <RAR.σ , <RAR.τB
with universe N �� º F <i, aA i i . I, a . Mi K and relations<i, aA � <j, bA : iff i � j ,

R �� G <<i , aA, . . . , <ir , arAA j <i , . . . , irA . RI L ,
R �� G <<i, aA, . . . , <i, arAA j <a, . . . , arA . RMi L .
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Example. Let I � <I, 0A and Mi � <Mi , 0A, i . I, be linear orders.
We can express the ordered sum N �� èi.I Mi by a generalised sum
followed by an interpretation. Since a 0 b holds in N iff either

a . Mi and b . Mk for i 0 k ,
or a, b . Mi and a 0 b in Mi ,

we obtain an interpretation I � èi.I Mi 2MSO ºi.I Mi by setting

φ2<x, yA �� x 0 y - <x � y , x 0 yA .
Below we will state a theorem which shows that the monadic

theory of a generalised sum can be computed from the theories of
its components and the index structure. For the precise statement we
need a refinement of the quantifier hierarchy.

Definition ... (a) Let k̄ . ω0ω. We define the fragment MSOk̄ of MSOk̄

monadic second-order logic by induction on ik̄i.
MSOε consists of all formulae of the form �y ��ynφ<X̄, ȳA where

φ is quantifier free; and MSOk̄m is the set of all formulae of the
form �Y �Ym�φ<X̄, ȲA were φ is a boolean combination of MSOk̄-
formulae.

(b) Let M be a structure, P̄ R ð<MA, and k̄ . ω0ω. �e k̄-type of P̄ k̄-type

in M is the set

tpk̄<P̄2MA �� Fφ<X̄A . MSOk̄ i M Ø φ<P̄A K .
We are able to reduce the MSOk̄-theory of ºi Mi to the MSOm̄-

theory of a certain expansion of the index structure I.

Definition ... Let I be a σ-structure and <MiAi.I a sequence of
τ-structures. For sets P, . . . , Pn� R ¾i.I Mi and k̄ . ω0ω, we define
the k̄-expansion Ik̄<P̄A �� <I, Q̄A of P̄ as the expansion of I by unary k̄-expansionIk̄<P̄Apredicates

Qt �� G i . I j tpk̄<P̄iMi
2MiA � t L for every k̄-type t .

Shelah [] has proved the following theorem which shows that
generalised sums can be regarded as a kind ofMSO-functor.

�eorem ... Let σ and τ be finite signatures, I a σ-structure, and<MiAi.I a sequence of τ-structures. Let N �� ºi.I Mi.
For every k̄ . ω0ω we can compute a sequence m̄ . ω0ω such that, for

every P̄ R N, the k̄-type tpk̄<P̄2NA can be determined effectively from
theMSOm̄-theory of Ik̄<P̄A.
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. T 

�e original proofs of the decidability of the monadic theories of<ω, sucA andT �� <0ω, suc, sucA by, respectively, Büchi and Rabin
made use of finite automata (for an overview see [, , ]). Let us
briefly recall their results.When dealing with binary trees we will use
the following automaton model.

Definition... Anondeterministic parityautomaton forbinary treesnondeterministic parity automaton

is a tuple A � <Q, Σ, ∆, q, ΩA where Q is a finite set of states, Σ is
a finite input alphabet, ∆ R Q � Σ � Q � Q is the transition relation,
q is the initial state, and Ω � Q � �n� assigns to every state q a
priority Ω<qA.
A run of A on a tree T � 0ω � Σ is a tree ρ � 0ω � Q such thatrun

ρ<εA � q and=ρ<wA, T<wA, ρ<wA, ρ<wAB . ∆ for all w . 0ω.
ρ is accepting if, for every maximal chain C R 0ω, the numberaccepting run

min F c 0 ω i <Ω X ρA�<cA 9 C is infinite K is even.

Finally, a labelled tree T � 0ω � Σ is accepted by A if there existsaccepted

an accepting run ofA on T.

In order to decide ThMSO<T, P̄A, for unary predicates P̄, we have
to encode the Pi by a labelling of 

0ω.
Definition ... For sets P, . . . , Pn� R 0ω, let TP̄ be the ð�n�-la-
belled binary tree with

T<wA �� F i 0 n i w . Pi K for w . 0ω.
If Pi � FaiK is a singleton we also write Tā .

�e theorem of Rabin can now be stated in the following way:

�eorem .. (Rabin). For each MSO-formula φ<X̄, x̄A, we can effec-
tively construct a nondeterministic parity automatonA recognising the
language FTP̄,ā i T Ø φ<P̄, āA K.
For the proof of Muchnik’s theorem we need a more general au-

tomaton model that runs on iterations of structures. In particular,
the inputs are arbitrarily branching trees and, because of the clone
relation cl, we need transition functions that depend on the current
position in the input tree.Walukiewicz [] introduced a fairly power-
ful class of automata which satisfies our needs. Since these automata
are actually too general we have to restrict them to a suitable subclass
in the next section.
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LetB�<XA be the set of infinitary positive boolean formulae overX,
i.e., all formulae constructed from X with disjunction and conjunc-
tion. An interpretation of a formula φ . B�<XA is a set I R X of atoms
we consider true.

Definition ... A tree automaton is a tuple tree automatonA � <Q, Σ,M, δ, q,WA
where the input is a tree M0ω � Σ, Q is the set of states, q is the
initial state,W R Qω is the acceptance condition, and

δ � Q � Σ � B�<Q �MAM0ω
is the transition function which assigns to each state q and every
input symbol c a function δ<q, cA � M0ω � B�<Q �MA. Frequently
we will write δ<q, c, wA instead of δ<q, cA<wA.

Note that the transition function and acceptance condition of these
automata are not finite. To obtain finite automata we will represent
the transition function by anMSO-formula and consider only parity
acceptance conditions in the next section.
In order to define the language accepted by such an automaton we

introduce games.

Definition ... A game G � <V, V, E,WA is a graph whose uni- game

verse V �� V < V is partitioned into positions for, respectively,
player  and player .W R Vω is the winning condition. We assume
that every position has an outgoing edge.
�e game G starts at a given position v. In each turn that player

the current position v belongs to selects an outgoing edge <v, uA . E
and the game continues in position u.�e resulting sequence π . Vω

is called a play. Player  wins a play π if π . W. Otherwise, player  play

wins.
A strategy for player i is a function σ that assigns to every pre- strategy

fix v, . . . , vn of a play with vn . Vi a successor vn� � σ<v , . . . , vnA
such that <vn , vn�A . E. σ is positional if σ<wvA � σ<w�vA for all positional strategy

sequenceswv,w�vwhose last position is the same. Awinning strategy winning strategy

is a strategy σ such that, whenever player i plays according to σ, then
the resulting play is winning for him, regardless of the moves of the
opponent.

Below thewinning conditionswillmostly have the following form:

Definition ... A functionΩ � Σ � �n� induces the parity condition parity condition

W R Σω which consists of all sequences <ciAi0ω . Σω such that the
least number appearing infinitely oßen in the sequence <Ω<ciAAi0ω is
even.
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A parity automaton is a tree automaton A � <Q, Σ,M, δ, q,WAparity automaton

where W is a parity condition. In this case we sometimes writeA � <Q, Σ,M, δ, q, ΩA. Similarly, a parity game G � <V , V, E, ΩA isparity game

a game with a parity winning condition.

�e importance of parity winning conditions stems from the fact
that all games with a parity condition are determined and the corre-
sponding winning strategies are positional [, ].

�eorem .. (Determinacy of parity games). For every parity gameG � <V, V, E, ΩA there exists a partitionW<W of the universe such
that player i has a positional winning strategy σi for all plays starting
in a position v .Wi.

Furthermore, Walukiewicz [] has shown that the winning re-
gionW of a parity game <V, V, E, ΩA can be defined by a µ-calculus
formula. In monadic fixed point logic it takes the form (assuming an
even number of priorities)

LFPZn ,x �GFPZ ,x £
k2n ηk<x, Z̄A

with ηk �� Ωkx , �Vx � �y<Exy , ZkyA� , �Vx � �y<Exy � ZkyA�
whereΩk � Ω�<kA is the set of positions of priority k. For a detailed
definition of fixed point logic see []. �e formula LFPZ,xφ<x, ZA
denotes the least set P such that we have a . P iff the formula φ<a, PA
holds. Analogously, GFP defines the greatest such set. Both of these
operators can obviously be expressed inmonadic second-order logic.

Definition ... Let A � <Q, Σ,M, δ, q,WA be an automaton and
T � M0ω � Σ a tree.�e detailed game G<A, TA is defined as follows:detailed gameG<A, TA (a) �e set of vertices is=Q 8 B�<Q �MAB �M0ω.
V consists of all pairs <q, wA . Q � M0ω and all pairs of the form<φ, wA where φ is either atomic or a disjunction, and V consists of
all pairs where φ is a conjunction.
(b) �e initial position is <q , εA.
(c) Each node <q, wA has the successor =δ<q, T<wA, wA, wB. �e

successors of nodes < Φ,wA and <¢Φ,wA consist of all positions<φ, wA with φ . Φ. Finally, the successor of nodes =<q, aA, wB with
atomic formulae is <q, waA.
(d) Let <ξi, wiAi0ω be a play. Consider the subsequence <ξik , wikAk0ω

of positions where ξik � qk is a state. �e play is winning if the
sequence qq . . . is inW.
�e language L<AA recognised by A is the set of all trees T such

that player  has a winning strategy for the game G<A, TA.
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Sometimes it is more convenient to use a simpler game where
several moves of the same kind are replaced by a single one. Both
versions of the game are obviously equivalent.

Definition ... Let A � <Q, Σ,M, δ, q,WA be an automaton and
T � M0ω � Σ a tree. Assume that δ is in disjunctive normal form.�e
abridged game Ǧ<A, TA is defined by replacing conditions (a) and (c) abridged gameǦ<A, TAin the above definition by:
(a�)�e sets of vertices areV �� Q�M0ω andV �� ð<Q�MA�M0ω.
(c�) Each node <q, wA . V with δ<q, T<wA, wA � ¢i  Φi has the
successors <Φi , wA for each i. �e successors of a node <Φ,wA . V

are the nodes <q, waA for <q, aA . Φ.
In the remainder of this section we will present results of Walukie-

wicz [] showing that automata, as defined above, are closed under
union, complement, and projection. �is property is needed in the
next section in order to translate formulae into automata. We start
with unions.

Definition ... Let Ai � <Qi, Σ,M, δi, q

i ,WiA, i � , , be tree

automata. �eir sum is the automatonA �A �� =Q < Q < FqK, Σ,M, δ, q,WB
where

δ<q, c, wA �� δi<q, c, wA for q . Qi ,

δ<q , c, wA �� δ<q , c, wA - δ<q , c, wA ,
and W consists of all sequences qqq . . . such that q � q is the
initial state and qi qq . . . .Wi for some i.

Lemma ... L<A �AA � L<AA 8 L<AA.
Proof. Note thatG<A�A, TA consists of disjoint copies ofG<A, TA
and G<A, TA, and a new initial position from which player  has to
choose one of the two subgames. Obviously, each winning strategy
for player  in G<A, TA or G<A, TA is also a winning strategy inG<A � A, TA. On the other hand, if σ is a winning strategy for
player  in the compound game it is also winning in either G<A, TA
or G<A, TA depending on which subgame player  chooses in his
first move. k
Complementation is easy as well.

Definition ... Let A � <Q, Σ,M, δ, q,WA be an automaton. Its
complement is the automaton Ā �� <Q, Σ,M, δ̄, q, W̄A with

δ̄<q, c, wA �� δ<q, c, wA and W̄ �� Qω �W .



 m  First- and Second-Order Logic

Hereφdenotes the dual ofφ, i.e., the formulawhere each, is replaced
by - and vice versa.

Lemma ... T . L<ĀA iff T � L<AA.
Proof. Let G<Ā, TA � <V̄ , V̄, Ē, W̄A. Note that in G<Ā, TA the roles
of player  and  are exchanged. V̄ consists of all former V-nodes,
and V̄ contains all V-nodes except for the atomic ones. Since the
latter have exactly one successor it is irrelevant which player they are
assigned to. �us, each choice of player  in the old game is made by
player  in the new one and vice versa.Hence, a winning strategy σ for
player  inG<A, TA is a strategy for player  inG<Ā, TAwhich ensures
that the resulting play induces a sequence inW � Qω � W̄. �us, σ is
winning for . �e other direction follows by symmetry. k

�e closure under projections is the hardest part to prove. �e
projectionΠ<LA of a tree language L is the set of all treesT � M0ω � Σ
such that there exists a tree T� � M0ω � Σ � �� in L with

T�<wA � <T<wA, cwA for some cw . �� and all w . M0ω.
�e proof is divided into several steps. We prove closure under

projection for nondeterministic automata, and show that each alter-
nating automaton can be transformed into an equivalent nondeter-
ministic one.

Definition ... An automaton A �� <Q, Σ,M, δ, q,WA is nonde-
terministic if each formula δ<q, c, wA is in disjunctive normal-form¢i  k<qik , aikA where, for each fixed i, all the aik are different.

Definition ... Let A � <Q, Σ � ��, M, δ, q,WA be a nondeter-
ministic automaton. DefineAΠ �� <Q, Σ,M, δΠ, q ,WA where

δΠ<q, c, wA �� δ<q, <c, A, wA - δ<q, <c, A, wA .
Lemma ... L<AΠA � Π<L<AAA
Proof. <SA Let σ be a winning strategy for player  in G<A, TA.G<AΠ,Π<TAA contains additional vertices of the form <φ - φ, wA
where φi � δ<q, <c, iA, wA. By defining

σ<φ - φ, wA �� φi for the i with T<wA � <c, iA
we obtain a strategy for player  in the new game. �is strategy is
winning since, if one removes the additional vertices from a play
according to the extended strategy, a play according to σ in the
original game is obtained which is winning by assumption.
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<RALetσ be awinning strategy for player  inG<AΠ, TA.Wehave to
definea treeT� . L<AAwithT � Π<T�A. SinceAΠ is nondeterministic
the gamehas the following structure:At eachposition <<q, aA, wAwith

δ<q, T<wA, wA � ¢i  k<qik, aikA
player  chooses some conjunction k<qik, aikA out of which player 
picks a successor <qik , aikA. �us, for each word w . M0ω there
is at most one state q such that a play according to σ reaches the
position <q, wA. Suppose that σ<φ -φ, wA � <φi, wAwhere φ -φ �
δ<q, T<wA, wA. We define T� by T�<wA �� <T<wA, iA. k
It remains to show how to translate alternating automata to nonde-

terministic ones. To do so we need to introduce some notation for
operations on transition relations.

Definition ... Let φ . B�<Q �MA.
(a) �e collection of φ is defined as follows. Let ¢i  k<qik , aikA be collection

collect<φAthe disjunctive normal form of φ.

collect<φA �� £
i
¡
a.M=Qi<aA, aB . B�<ð<QA �MA

where Qi<aA �� F qik i aik � a K.
(b) Let q� . Q�. �e shiß of φ by the state q� is the formula shq� φ . shiß

shq φB�<Q� � Q � MA obtained from φ by replacing all atoms <q, aA by<q�, q, aA.
(c) For S R Q � Q let <SA<SA �� F q i <q�, qA . S for some q� K .
�e translation is performed in two steps. First, the alternating au-

tomaton is transformed into a nondeterministic one with an obscure
non-parity acceptance condition. �en, the result is turned into a
normal nondeterministic parity automaton. �e construction used
for the first step is the usual one. For each node of the input tree the au-
tomaton stores the set of states of the original automaton fromwhich
the corresponding subtree must be accepted. �at is, for universal
choices of the alternating automaton, all successors are remembered,
whereas for existential choices, only one successor is picked nonde-
terministically. What makes matters slightly more complicated is the
fact that, in order to define the acceptance condition, the new au-
tomaton has to remember not only the set of current states but their
predecessors as well, i.e., its states are of the form <q�, qA where q is
the current state of the original automaton and q� is the previous one.
Definition ... Let A � <Q, Σ,M, δ, q,WA be an alternating au-
tomaton.An �� =ð<Q � QA, Σ,M, δn, F<q, qAK,WnB
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is the automaton where

δn<S, c, wA �� collect ¡
q.<SA shq δ<q, c, wA .

A sequence <qiAi0ω . Qω is called a trace of <SiAi0ω . ð<Q � QAω iftrace <qi , qi�A . Si for all i 0 ω. Wn consists of all sequences <SiAi0ω .ð<Q � QAω such that every trace of <SiAi0ω is inW.

Lemma ... An is a nondeterministic automaton with L<AnA �
L<AA.
Proof. �e definition of collect ensures thatAn is nondeterministic.<SA Let T . L<AA and let σ be the corresponding winning strategy
for player  in Ǧ<A, TA. To define a strategy σn in Ǧ<An, TA consider
a position <S, wA . Ǧ<A, TA. Let σ<q, wA � <Φq , wA for q . <SA. We
define σn<S, wA �� <collect Φ,wA where

Φ � »
q.<SA shq Φq .

�is is valid since <collect Φ,wA is a successor of <q, wA.
To show that σn is a winning strategy consider the result <SiAi0ω of

a play according to σn. If <Φ,wA . σn<Si, wA and <Si�, aA . Φ, then
for each <q, q�A . Si� it is the case that <q�, aA . Φq. �us, all traces
of <SiAi0ω are plays according to σ and therefore winning.<RA Let σn be a – not necessarily memoryless – winning strategy
for player  in Ǧ<An, TA.We construct awinning strategy for player 
in Ǧ<A, TA as follows. Let πn be the prefix of a play according to σn
in Ǧ<An, TA with last position <S, wA, and let π be the play according
to σ. By induction we ensure that the last position in π is of the form<q, wA for some q . <SA. Let <Φn, wA � σn<πnA and define

Φ �� F <q�, aA i <S�, aA . Φn and <<q, q�A, aA . S� for some S� K .
�en  Φ is a conjunction in δ<q, T<wA, wA, by definition of δn, and
we can setσ<πA �� <Φ,wA.�eanswerof player  to thismove consists
of some position <q�, waA for <q�, aA . Φ. Suppose that in Ǧ<An, TA
player  chooses the position <Sa, waA where Sa is the unique state
such that <Sa, aA . Φn. Since <q, q�A . Sa the induction hypothesis is
satisfied for the extendedplaysπ<Φ,wA<q�, waA andπn<Φn, wA<Sa, aA.
It follows that each play π according to σ in Ǧ<A, TA is a trace of

some play πn according to σn and therefore winning by construction
ofAn. k
�eautomatonAn constructed above does not have a parity accep-

tance condition. Since we intend to consider only parity automata in
the next section, we have to construct a nondeterministic automaton
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with such an acceptance condition. It is easy to see that, provided that
the original automatondoes have a parity acceptance condition, there
is someparity automatonon infinitewordsB � <P,ð<Q�QA, δ, p, ΩA
which recognisesWn R ð<Q�QAω. LetAp be the product automaton
ofAn and B, that is,Ap � =P � ð<Q � QA, Σ, M, δp, <p, qnA, ΣpB
where

δp<<p, SA, c, wA � shp� δn<S, c, wA for p� �� δ<p, SA
and Ωp<p, SA � Ω<pA.
Lemma... Ap is a nondeterministic parity automaton recognising
the language L<ApA � L<AnA.
Proof. Let σ be awinning strategy for player  in Ǧ<An, TA.We define
a corresponding strategy σ� in Ǧ<Ap, TA by

σ�<<p, SA, wA �� =shp� Φ,wB
where <Φ,wA � σ<S, wA and p� � δ<p, SA. �at way every play=<p, SA, wB=Φ�

, wB=<p, SA, wB=Φ�
, wB . . .

in Ǧ<Ap, TA according to σ� is induced by a play<S, wA<Φ , wA<S, wA<Φ , wA . . .
in Ǧ<An, TA according to σ. Further, <piAi0ω is the run of B on<SiAi0ω. Since the second play is winning, the first one is so as well, by
definition ofB. Hence, σ� is a winning condition.�e other direction
is proved analogously. k
In the next section we will define a restricted class of automata

where we only allow transition functions that areMSO-definable. In
order to transfer the results of this section we need to extract the
required closure properties of the set of allowed transition functions
from the above proofs.

�eorem ... Let T be a class of functions f � M0ω � B�<Q �MA
whereM and Q may be different for each f . T . If T is closed under
disjunction, conjunction, dual, shiß, and collection then the class of
automata with transition functions δ � Q � Σ � T is closed under
union, complement, and projection, and every such automaton can be
transformed into a nondeterministic one.
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. T  



�e type of automata defined in the previous section is much too
powerful. For the proof of Muchnik’s theorem we have to find a
subclass whose expressive power corresponds exactly to the logic in
question. Actually, we will prove an extension of Muchnik’s theorem
for stronger logics. Since, in general, a version of this theorem for
one logic does not imply the corresponding version for another logic,
even if the latter is strictly weaker, we have to state the theorem for
each logic separately. To avoid duplicating the proofs we introduce
the following notions.

Definition ... A logic L extends MSO if it contains MSO and it isL extends MSO

closed under boolean operations and set quantification.

If L is a logic extending MSO then we denote by L � GSO the
extension of L by guarded second-order quantification.

Definition ... �e following class of logics is considered below.L �� FMSO, GSO, MSO<�ωA, GSO<�ωA, MSO � C,GSO � CK .
For guarded relations on the iteration of a structure we define the

following notations.

Definition ... Let M � <M, R̄A, S R <M0ωAs, and w . M0ω. Define
Siw �� F a . M i wa . S K .

S is called local if S � º FwSw i w . M0ω K, i.e., if every tuple c̄ . Slocal relation

is of the form <wa , . . . , wan�A for somew . M0ω, and a, . . . , an� .
M.

Remark. Let M be a structure with iteration M�. If every tuple of
S R M0ω is guarded by a relation R� then S is local. In particular,
every guarded relation S R M0ω can be written as union S � S < S
where S is local and every tuple of S is guarded by suc.

Let L be a logic extending MSO. In order to evaluate L-formulae
over the iteration of a structure we translate them into automata
where the transition function is defined by L-formulae. �is can be
done in such a way that the resulting class of automata is expressively
equivalent to L.

Definition ... Let L be an extension of MSO, M a structure, S̄ re-
lations overM0ω, φ<X, Ȳ ; Z̄A an L-formula, and n 0 ω. �e function((φ; S̄--M ((φ; S̄--M � M0ω � B�<�n� �MA
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is defined by((φ; S̄--M<εA �� £H ¡F <q, bA i b . Qq K k Q, . . . , Qn� R M
such that M Ø φ<∅, Q̄; S̄iεA M ,((φ; S̄--M<waA �� £H ¡F <q, bA i b . Qq K k Q, . . . , Qn� R M
such that M Ø φ<FaK, Q̄; S̄iwaA M .

Let T n
M

be the set of all functions of the form ((φ; S̄--M.

We consider automata where the transition functions are of the
form ((φ; S̄--M.

Definition ... Let L be an extension ofMSO.
(a) An L-automaton is a tuple A � <Q, Σ, δ, q, ΩA where Q � �n� L-automaton

for some n 0 ω and δ � Q � Σ � L.
(b) A Σ-labelled structure <M�, S̄Awith local relations S̄ is accepted

byA if the automatonAM �� <Q, Σ,M, δM, q, ΩA acceptsM�, where
δ � Q � Σ � T n

M
is defined by δM<q, cA �� ((δ<q, cA; S̄--M.

In order to translate formulae into automata, the latter must be
closed under all operations available in the respective logic.

Proposition ... Let L be an extension of MSO. L-automata are
closed under boolean operations and projection.

Proof. By �eorem .., it is sufficient to show closure under dis-
junction, conjunction, dual, shiß, and collection. To do so we will
frequently need to convert between interpretations I R Q � M of
boolean formulae ((φ; R̄--M<wA . B�<Q � MA and sets Q̄ such that
M Ø φ<C, Q̄A. Given I R Q �M define

Qi<IA �� F a . M i <qi, aA . I K
for i 0 n, and given Q, . . . , Qn� R M let

I<Q̄A �� F <qi, aA i a . Qi, i 0 n K .
Note that I<Q̄<IAA � I and Qi<I<Q̄AA � Qi. �en

I Ø ((φ; R̄--M<wA iff M Ø φ<C, Q̄<IA; R̄iwA
and vice versa. (Here and below C denotes the set consisting of the
last element of w.)
(disjunction) For the disjunction of two L-definable functions we

can simply take the disjunction of their definitions since

I Ø ((φ ; R̄--M<wA - ((φ ; R̄--M<wA



 m  First- and Second-Order Logic

iff I Ø ((φi ; R̄--M<wA for some i

iff M Ø φi<C, Q̄<IA; R̄A for some i

iff M Ø φ<C, Q̄<IA; R̄A - φ<C, Q̄<IA; R̄A
iff I Ø ((φ - φ ; R̄--M<wA .
(dual)�edefinitionof thedualoperation is slightlymore involved.

I Ø ((φ; R̄--M<wA
iff Q �M � I Ø ((φ; R̄--M<wA
iff J Ø ((φ; R̄--M<wA implies J 9 I h ∅

iff M Ø φ<C, P̄; R̄A implies Pi 9 Qi<IA h ∅ for some i

iff M Ø �P̄=φ<C, P̄; R̄A � ¢i0n Pi 9 Qi h ∅B .
(conjunction) follows from (disjunction) and (dual).
(shiß) For a shiß we simply need to renumber the states. If the pair<qi , qkA is encoded as number ni � k we obtain

φ<C,Qni� , . . . , Qni�n� ; R̄A .
(collection) �e collection of a formula can be defined the follow-

ing way:

I Ø collect ((φ; R̄--M<wA
iff there are Q�

S R QS<IA such that Q̄� partitionsM and

M Ø φ<C, P̄; R̄A where
a . Pi : iff i . S for the unique S R �n� with a . Q�

S

iff there are Q̄� partitioningM such that M Ø φ<C, P̄; R̄A where
Pi �� º FQ�

S i i . S K
iff M Ø φ<C, P̄; R̄A for some Pi R º FQS i i . S K with

Pi 9 QS � ∅ for all S with i � S
iff M Ø �P̄=φ<C, P̄; R̄A ,  i0n Pi R º FQS i i . S K,  SR�n�  i�S Pi 9 QS � ∅B . k
For proper extensions L of MSO, we further have to prove that

L-automata are closed under the addional operations available in L.

Proposition ... Let L be an extension of MSO. L � GSO-automata
are closed under guarded quantification.

Proof. We have seen that every guarded relations can be written
as union T � T < T where T is local and every tuple in T is
guarded by suc. Consequently, we can replace every second-order
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quantifier�T by twoquantifiers�sucT�locTwhere the former ranges
over relations guarded by suc and the latter over local relations.
First, suppose that we existentially quantify a relation T where

every k-tuple ā . T is contained in an edge <w , wA . suc. We can
encode ā by the element w and a function h � �k� � �� such that
ai � wh<iA. Consequently, we can replace the quantifier by a sequence
of k monadic quantifiers �Xh where the index h ranges over ���k�.
It remains to consider formulae�locT ψ<X̄; S̄, TAwherewe quantify

over a nonmonadic local relation T. Let A � <Q, Σ, δA, q, ΩA be a
nondeterministic automaton equivalent to ψ. Since T ranges over
local relations we have M� Ø �locT ψ<P̄; S̄, TA if and only if there
are sets Tw R M such that M� Ø ψ<P̄; S̄, TA where T �� ºw wTw . By
induction hypothesis, this is equivalent toA accepting the structure<M�, P̄, S̄, TA.
We claim that this is the case if and only if <M�, P̄, S̄A is accepted

by the automaton B � <Q, Σ, δB, q, ΩA where
δB<q, cA �� �TδA<q, cA .

Before we prove thatB is the desired automaton, we first show that it
is also nondeterministic.
Suppose otherwise. �ere exists a model I of ((�Tδ<q, cA; S̄--M<wA

which is minimal and contains pairs <q , aA, <q, aA . I for some
q h q . Since

M Ø �Tδ<q, cA<C, Q̄<IA; S̄iw, TA
we find some T� R M such that

M Ø δ<q, cA<C, Q̄<IA; S̄iw, T�A .
Setting T �� wT� it follows that

I Ø ((δ<q, cA; S̄, T--M<wA .
As A is nondeterministic there exists a model I P I such that
Qi<IA 9 Qk<IA � ∅ for i h k. But

I Ø ((δ<q, cA; S̄, T--M<wA .
implies that

I Ø ((�Tδ<q, cA; S̄--M<wA
in contradiction to the minimality of I.
It remains to prove the above claim.
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<�A Let ρ � M0ω � Q be the run of A on <M�, P̄, S̄, TA. Let
w . M0ω and define Iw �� F <ρ<waA, aA i a . M K. For allw . M0ω we
have

Iw Ø ((δ<q, cA; S̄, T--M<wA� M Ø δ<q, cA<C, Q̄<IwA; S̄iw, TwA� M Ø �Tδ<q, cA<C, Q̄<IwA; S̄iw, TA� Iw Ø ((�Tδ<q, cA; S̄--M<wA .
Consequently, ρ is also a run of B on <M, P̄, S̄A.<
A Let ρ � M0ω � Q be the run of B on <M�, P̄, S̄A. For w . M0ω
define Iw �� F <ρ<waA, aA i a . M K and fix some Tw R Mk such that

M Ø δ<q, cA<C, Q̄<IwA; S̄iw, TwA .
Define T �� ºw wTw . �en Iw Ø ((δ<q, cA; S̄, T--M<wA. Hence, ρ is a
run ofA on <M, P̄, S̄, TA. k
Lemma ... Let L be an extension of MSO. �ere exists an L<�ωA-
automaton recognising the predicate iXi 3 �.

Proof. ByKönig’s lemma, there are two possible scenarios for infinite
setsXi.�e prefix closure �Xi may contain an infinite path, or there is
some w . �Xi such that wa . �Xi for infinitely many elements a . M.
�e automaton for the predicate iXii 3 � has states Q �� Fq , qK
and priority function Ω<qA �� , Ω<qA �� . In state q it looks for
infinitely many elements x . Xi, whereas in state q it looks for at
least one such element. We define the transition function δ such that

δM<q , c, wA � £
a.M=<q , aA , <q, aAB - £

MRMiMi3�

¡
a.M

<q, aA ,
δM<q, c, wA � bhhfhhdtrue if i . c ,¢a.M<q, aA otherwise ,

by setting

δ<q , cA � �x<Qx , QxA - iQi 3 � ,

δ<q, cA � bhhfhhdtrue if i . c ,�xQx otherwise , k
Lemma ... Let L be an extension ofMSO. �ere exists an =L � CB-
automaton recognising the predicate iXi � k <mod mA.
Proof. Since there is an L<�ωA-automaton for iXii 3 � we may
assume that Xi is finite when constructing an automaton for the
predicate iXii � k <mod mA.
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Let Q �� F qk i k 0 m K, Ω<qA �� , and Ω<qkA ��  for k h . We
label an element w by qk ifiX 9 wM0ωi � k <mod mA .
If nk is the number of successors wa such that iX 9 waM0ωi � k<mod mA then we haveiX 9 wM0ωi � é

k0m knk � iX 9 FwKi <mod mA .
Obviously, we only need to know nk modulo m. Consequently, we
define

δ<qk, cA � bhhhhhfhhhhhd
£

n̄.Nk� ¡l0m iQli � nl <mod mA if i . c ,£
n̄.Nk

¡
l0m iQli � nl <mod mA otherwise ,

where

Nk �� H n̄ . �m�k k é
l0m lnl � k <mod mA M . k

With these preparations we can state the equivalence result.We say
that an automaton A is equivalent to an L-formula φ<X, . . . , Xm�A
where all free variables are monadic if

L<AA � FM�̄
P i M� Ø φ<P̄A K

where M�̄
P
is the structure where every element w . M0ω is labelled

by the set F i 0 m i w . Pi K.
�eorem ... Let L . L. For every formula φ . L there is an
equivalent L-automaton and vice versa.

Proof. <�A By induction on φ<X̄A we construct an equivalent L-
automaton A �� <Q,ð�m�, δ, q, ΩA. We have already seen that L-
automata are closed under all operations ofL. Hence, it only remains
to construct automata for atomic formulae.<Xi R XjAWe have to check for every elementw of the input tree T
that i � T<wA or j . T<wA. �us, we set Q �� FqK with Ω<qA �� 
and define the transition function such that

δM<q , c, wA � bhhfhhd a.M<q, aA if i � c or j . c ,
false otherwise .

for each input structure M�. �is can be done by setting

δ<q , cA �� bhhfhhd�xQx if i � c or j . c ,
false otherwise .
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<R�Xi . . . XikA SetQ �� Fq, . . . , qkK andΩ<qiA �� .�e automaton
guesses a node in the input tree while in state q and checks whether
its children are in the relation R. �at is,

δM<q , c, wA � £
a.M<q , aA- £F <q, aA , � � � , <qk , akA i ā . RM K,

δM<qj , c, wA � bhhfhhdtrue if ij . c ,
false otherwise ,

for  2 j 2 k .
�e corresponding L-definition is

δ<q , cA �� �xQx - �x̄<Rx̄ , Qx , � � � , QkxkA ,
δ<qj, cA � bhhfhhdtrue if ij . c ,

false otherwise ,
for  2 j 2 k .<SXi . . . Xik for a relation variable SA�eautomaton is identical to

the one for R�X̄. We set Q �� Fq, . . . , qkK, Ω<qiA �� , and define

δ<q , cA �� �xQx - �x̄<Sx̄ , Qx , � � � , QkxkA ,
δ<qj, cA � bhhfhhdtrue if ij . c ,

false otherwise ,
for  2 j 2 k .<suc<Xi, XjAA Let Q �� Fq , qK and Ω<qiA �� . We guess some

element w . Xi having a successor in Xj.
δM<q , c, wA � bhhfhhd¢a.M<q , aA if i � c ,¢a.M=<q , aA - <q , aAB otherwise ,

δM<q, c, wA � bhhfhhdtrue if j . c ,
false otherwise .

�e corresponding L-definition is

δ<q , cA �� bhhfhhd�xQx if i � c ,�x<Qx - QxA otherwise ,

δ<q, cA �� bhhfhhdtrue if j . c ,
false otherwise .<cl<XiAA Let Q �� Fq, qK and Ω<qiA �� . We guess some ele-

ment wa such that its successor waa is in Xi.

δM<q , c, wA � bhhfhhd¢a.M<q , aA if w � ε ,¢a.M<q , aA - <q, bA if w � w�b ,
δM<q, c, wA � bhhfhhdtrue if i . c ,

false otherwise .
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�e corresponding L-definition is

δ<q , cA �� �xQx - �x<Cx , QxA ,
δ<q, cA �� bhhfhhdtrue if i . c ,

false otherwise .

Note that this is the only place where the transition function actually
depends on the current vertex.<
A Let A � <Q, Σ, δ, , ΩA be an L-automaton and fix an input
structure M�. W.l.o.g. assume that A is nondeterministic. M� is
accepted byA if there is an accepting run ρ � M0ω � Q ofA on M�.
�is can be expressed by an L-formula φ<X̄A in the following way:
we quantify existentially over tuples Q̄ encoding ρ (i.e., Qi � ρ�<iA),
and then check that at each position w . M0ω a valid transition is
used and that each path in ρ is accepting. k
Before proceeding to the proof of Muchnik’s theorem let us note

an immediate corollary to the equivalence result.

�eorem ... If L, L . L then L 2 L on M implies L 2 L

on M�.
Proof. Let φ . L andA be the corresponding L-automaton. For
every formula δ<q, cA . L there is an equivalentL-formula.Hence,
we can translate A into an L-automaton A. �e L-formula φ
equivalent toA is the desired translation of φ into L. k
. M’ 

With these preparations we are finally able to prove the theorem of
Muchnik. In fact, we will prove it not only for MSO but for every
logic in the class L defined above. Again we follow the proof of
Walukiewicz [].

�eorem ... LetL . L. For every sentence φ . L one can effectively
construct a sentence φ� . L such that

M Ø φ� iff M� Ø φ for all structuresM .

Corollary ... LetM be a structure.�eL-theory of M� is decidable
if and only if we can decide ThL<MA.
�e proof of Muchnik’s theorem is split into several steps. LetA � <Q, Σ, δ, q, ΩA be the L-automaton equivalent to φ. W.l.o.g.

assume that Q � �n� for an even number n and that Ω<kA � k for
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all k . Q. Note that the input alphabet Σ � F∅K of A is unary since
φ is a sentence. We construct a formula φ� stating that player  has a
winning strategy in the game Ǧ<A,M�A. It follows that

M Ø φ� iff M� . L<AA iff M� Ø φ .
.. T  .

We construct φ� by modifying the formula of Walukiewicz so that
it can be evaluated in the structure M. To do so we embed the
game Ǧ<A,M�A in M. First, we reduce the second component of a
position <X, wA from a sequence w . M0ω to a single symbol a . M.
Let G�<A,MA be the game obtained from Ǧ<A,M�A by identifying
all nodes of the form <q, waA and <q, w�aA, i.e. :
(a) �e positions of player  areV 8 F<q, εAKwhereV �� Q�M,

those of player  are V �� ð<Q �MA.
(b) �e initial position is <q, εA.
(c) Let ((δ<q,∅A--M<aA � ¢i  Φi for a . M 8 FεK. �e node<q, aA . V has the successors Φi for all i. Nodes Φ . V have

their elements <q, aA . Φ as successors.

(d) A play <q, aA, Φ, <q, aA, Φ, . . . is winning if the sequence<qiAi0ω satisfies the parity condition Ω.

Lemma ... Player  has a winning strategy from the vertex <q, waA
in the game Ǧ<A,M�A if and only if he has one from the vertex <q, aA
in the game G�<A,MA.
Proof. �eunravellings of Ǧ<A,M�A and G�<A,MA from the respec-
tive vertices are isomorphic. k
In the second step we encode the game G�<A,MA as the structure

G<A,MA �� =V 8 V, E, eq, V , V, <SqAq.Q, R, . . .B
where <V , V, EA is the game graph and

eq<q, aA<q�, a�A : iff a � a� ,
Sq<q�, aA : iff q� � q ,
Ri<q, aA . . . <qr , arA : iff <a , . . . , arA . RM

i .

Note that these relations only contain elements of V .
LetG<A,MAiV

denote the restriction ofG<A,MA toV. We can
embed G<A,MAiV

in M via an interpretation. LetMSO�
 be the set

of quantifier-free, positiveMSO-formulae.
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Lemma ... �ere exists an injective MSO�
-interpretation I such

that I � G<A,MAiV
2MSO�


n � M for every structureM .

Proof. �e universe and the relation V can be defined by true, and
the relations E and V by false. For the remaining relations we have

φeq

<x, yA �� x � y ,
φSq<xA �� x � q ,

and φRi
<x̄A �� R

i x̄ . k
Inorder touse this interpretation to calculate thewinningpositions

we have to show that we can translateL-formulae fromG<A,MAiV

to M.

Lemma ... Products by finite structures and injective MSO�
-inter-

pretations are L-functors for every logic L . L.
It remains to devise a way to speak about the whole structure

G<A,MA in its restriction to V. �is can be done by encoding
elements Φ . V � ð<VA as sets Φ R V . All we have to do is to
define the edge relation. We split E into three parts

E R V � V, E R V � V, and E R F<q, εAK � V

which we define separately by formulae ε<x, YA, ε<X, yA, and ε<YA.
Lemma ... �ere are L-formulae ε<x, YA, ε<X, yA, and ε<YA
defining the edge relations E, E, and E, respectively.

Proof. Since =Φ, <q, aAB . E iff <q, aA . Φ we set

ε<Y, xA �� Yx .
�e definition of ε is more involved. Let δq<C, Q̄A �� ((δ<q,∅A--M.

We have<<q, aA, ΦA . E iff M Ø δq<FaK, Q̄A
where Qi �� F b i <i, bA . Φ K. In order to evaluate δq we need to
defineM insideG<A,MA. Since the latter consists of iQi copies ofM
with universes <SqAq.Q , we pick one such copy and relativise δq to
it. For simplicity we choose Sq corresponding to the first component
of <q, aA.<<q, aA, ΦA . E iff G<A,MAiV

Ø δSqq =F<q, aAK, Q̄�B
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where Q�
i �� F <q, bA i <i, bA . Φ K. �is condition can be written as

G<A,MAiV
Ø �C�Q̄>δSqq <C, Q̄A , C � F<q, aAK, ¡

i.QQi � F <q, bA i <i, bA . Φ KC .
�us, we define

ε<x, YA �� £
q.Q=Sqx , εq<x, YAB

where

ε
q
<x, YA �� �C�Q̄>δSqq <C, Q̄A , C � FxK, ¡

i.QQi � F <q, bA i <i, bA . Y KC .
�e condition Qi � F <q, bA i <i, bA . Y K can be expressed by the
formula�z=Qiz � �z�<Sqz , Siz� , z � z�AB.
In the same way we define

ε<YA �� �Q̄>δSqq <∅, Q̄A , ¡
i.QQi � F <q, bA i <i, bA . Y KC . k

.. T  .

It remains to evaluate the formula

LFPZn ,x �GFPZ ,x £
k2n ηk<x, Z̄A

with ηk �� Ωkx , �Vx � �y<Exy , ZkyA� , �Vx � �y<Exy � ZkyA�
which defines the winning set in the original game graph G�<A,MA.
Since in the given game the nodes ofV andV are strictly alternating,
we remain in V if we take two steps each time. Hence, we can
replace ηi by

η�i �� Ωix , Vx , �y=Vy , Exy , �z<Eyz � ZizAB .
Lemma ... �e formulae

GFPZ ,x £
i2n ηi and GFPZ ,x £

i2n η�i
define the same subset of V in G<A,MA for each assignment of the
free variables.
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Finally, interpreting elements of V by subsets of V, as explained
above, we obtain

η��i �� Ωix , Vx , �Y�Y R V , ε<x, YA, �z<ε<Y, zA � ZizA�
�us,we can express that player  has awinning strategy inG�<A,MA
from position <q , εA by the formula

φ� �� �Y�ε<YA , �x=ε<Y, xA � LFPZ ,x�GFPZn ,x £
i2n η��i B� .

�is concludes the proof of �eorem ...
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 C 

I
,   simplemonadic theories was focused
on linear orders and trees culminating in the development of the

composition method by Shelah and Gurevich [, , , ]. Later
on, these results were used in the study of graph grammars (see e.g.
[, , , ]) where graphs can be associated with their derivation
trees. Since it is only a small step from graphs to arbitrary relational
structures we will try to develop a theory of structures with simple
monadic theory by generalising these results. In the present chapter
we start by giving a survey of known results about clique width and
related notions.

. C   NLC-

�e notion of clique width arose in the study of graph grammars.
In the following we will present three different kinds: hyperedge
replacement grammars and vertex replacement grammars, HR- and
VR-grammars for short, as considered by Courcelle [], and NLC-
grammars (node-label-controlled grammars) studied by Wanke [].

Let C be a set of colours. Consider the following operations on
undirected graphs whose vertices are labelled with colours from C :m a denotes the trivial graph whose single vertex is coloured a ;m a � b is the graph consisting of a single edge between vertices

of colour a and b, respectively;m G �G is the disjoint union of G and G ;m �e recolouring ρβ<GA with β � C � C changes each colour a ρβ

to β<aA ;
αa,bm αa,b<GA adds edges from all a-coloured vertices to every vertex

of colour b ; ϑam ϑa<GA is the graph obtained from G by identifying all vertices
that have the colour a ; `Sm G`SG with S R C�Cdenotes thedisjoint unionofG andG

where a-coloured vertices of G are connected by an edge to
b-coloured vertices of G iff <a, bA . S.


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A term T R 0ω is called an HR-term, if it is build up from theHR-term

operations a � b, ρβ, ϑa , and αa,b . T is a VR-term, if it consists of theVR-term

operations a, �, ρβ, and αa,b . If T is constructed from a, ρβ, and `S,
then it is called an NLC-term.NLC-term

�e above operations can easily be generalised to arbitrary transi-
tion systems by adding toαa,b and`S information about the direction
and label of the new edges. For simplicity, we have refrained from
doing so, but we will, nevertheless, state some of the results below for
this more general case. In Chapter  we will present a generalisation
to arbitrary relational structures.

Example. CliquesKn have clique width .We can defineVR-terms tn
with value val<tnA � Kn using the colours a and b by setting

t �� a , and tn� �� ρb�aαb,a<b � tnA .
�eir NLC-width is . �e corresponding terms are

t �� a , and tn� �� a `F<a,aAK tn .
�e operators for HR-terms were chosen in such a way that they

correspond to a well-known complexity measure. Courcelle [] has
shown that the number of colours one needs to construct a HR-term
for a given graph roughly corresponds to its tree width.

�eorem ... A countable graph has finite tree width if and only if it
is the value of an HR-term.

In a similar way the other two kinds of terms give rise to com-
plexity measures of graphs which were first defined, respectively, by
Courcelle, Engelfriet, and Rozenberg [], and by Wanke [].

Definition ... �e clique width of a graph G is the minimal sizeclique width

cwdG of a set C of colours such that there is a VR-term denoting G which
uses only colours fromC.�eNLC-width is defined analogously usingNLC-width

NLC-terms.

�e following observation by Johansson [] shows that these two
measures are nearly the same.

Lemma ... Let k be the clique width of a graph G and m its NLC-
width. �enm 2 k 2 m.

�e characterisation we aim to generalise is the following result of
Courcelle [] relating cliquewidthwith interpretations in the binary
tree.

�eorem ... A countable graph G � <V, EA has finite clique width
if and only if G 2MSO <0ω, Z, PA for some unary predicate P R 0ω.
As a corollary we will obtain in Section . a similar characterisa-

tion for finite tree width.
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. P- 

When studying algorithmic properties of graphs we have the require-
ment that every graph has to be encoded by a finite object. We can
use the fact that graphs of finite cliquewidth are denoted byVR-terms
in order to find such finite representations. Obvious candidates for
termswith a finite encoding are the so called regular termswhich can regular term

be obtained as unravellings of finite graphs. Equivalently, we could
define them as those terms that are solutions of finite systems of
equations of the form

x � t<x̄A, . . . , xn� � tn�<x̄A
where the ti are VR-terms with free variables x̄ and we require that
none of them is of the form ti � xk for some variable xk.

Definition ... Agraph isVR-equational if it is denoted by a regular VR-equational

VR-term. Similarly,HR-equational graphs are the value of regularHR- HR-equational

terms.

Example. If we colour the first element by a and the other ones by b
we can define <ω, suc, 0A by

x � α0a,b<xA, x � ρc�bαsuca,c <a � xA, x � ρa�c<xA .
We conclude this section with a presentation of several equivalent

definitions of the class of VR-equational graphs.

Definition ... A directed countable graph is prefix-recognisable prefix-recognisable

if it is isomorphic to a graph <S, <EλAλA where S R Σ0ω is a regular
language over a finite alphabet Σ and each edge relation Eλ is a finite
union of relations of the form

W<U � VA �� F <wu, wvA i u . U, v . V, w .W K
for regular languages U, V , andW.

Actually in the common definition the reverse order <U � VAW
is used. �e above definition was chosen as it fits better to the usual
conventions regarding trees.

Example. �e structure <ω, suc, 2A is prefix-recognisable. If we repre-
sent the universe by a0ω the relations take the form

suc � a0ω<ε � aA and 2 � a0ω<ε � a0ωA .
Proposition .. (Barthelmann []). LetG be a graph.�e following
statements are equivalent :
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() G is prefix-recognisable.

() G is VR-equational.

() G 2MSO T.

Originally, Caucal defined prefix-recognisable graphs in a different
way. In order to obtain a class of graphswith decidableMSO-theory he
introduced two operations on graphs that preserveMSO-decidability
and applied them to the binary tree T.

Definition ... Let G � <V, <EλAλ.ΛA be a graph with universe
V R 0ω.
() A rational restriction of G is a structure of the formrational restriction

GiC �� <V 9 C, <Eλ 9 C � CAλA
for some regular language C R 0ω.
() Let Λ̄ be a disjoint copy of Λ and expand G by the relations

Eλ̄ �� <EλA� for λ̄ . Λ̄. Given a set of labels Ξ and a mapping h
associating to every ξ . Ξ a regular language h<ξA R <Λ 8 Λ̄A0ω, the
inverse rational substitution h�<GA is the graph <V, <E�ξAξ.ΞA whereinverse rational substitution

E�ξ consists of those pairs <u, vA such that in the expansion ofG there

is a path from u to v labelled by some word in h<ξA.
Example. �e structure <ω, suc, 2A can be written as h�<TAiC with
C �� 0ω and h<sucA �� , h<2A �� 0ω.
Proposition .. (Caucal []). A graph G is prefix-recognisable if
and only if it is isomorphic to h�<TAiC for some regular language C
and a mapping h such that h<ξA R F, , ̄, ̄K0ω is regular for all ξ.

In a similar way to the characterisation of context-free graphs as
configuration graphs of pushdown automata one can describe the
class of prefix-recognisable graphs via a suitable model of automa-
ton. To do so one considers pushdown automata with ε-transitions
where each configuration has either no outgoing ε-transitions or no
outgoing non-ε-transitions. �en the ε-transitions are “factored out”
in the following way: one takes only those vertices without outgoing
ε-transitions and adds an a-transition between two vertices iff in G

there is a path between them consisting of one a-transition followed
by arbitrarily many ε-transitions.

Definition ... An ε-pushdown graph is a graph G obtained fromε-pushdown graph

the configuration graph of a pushdown automaton with ε-transitions
by m factoring out the ε-transitions in the way described above andm restricting the resulting graph to a regular subset of the vertices.
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q , ε q , ε
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2
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Example. A pushdown automaton for <ω, suc, 2A has the configura-
tion on the right.

Proposition .. (Stirling []). A graph G is prefix-recognisable if
and only if it is isomorphic to an ε-pushdown graph.

�e various equivalent definitions of the class of prefix-recognisa-
ble graphs are summarised in the next theorem.

�eorem ... Let G be a countable graph. �e following statements
are equivalent:

() G is prefix-recognisable.

() G 2MSO T.

() G is VR-equational.

() G � h�<TAiC for some rational substitution h and a regular
language C.

() G is isomorphic to an ε-pushdown graph.

. F  

- 

Instead of a single countable graphwe can also useVR-terms to define
a class of finite graphs. �e graph operations mentioned above can
be applied to sets of graphs in a canonical way. If we add the union
of classes as new operation, we can define classes of finite graphs by
systems of equations

x � t<x̄A 8 � � � 8 tn<x̄A ,�
xk � tk<x̄A 8 � � � 8 tknk<x̄A .

One can show [, , ] that each such system has a least solution,
called the canonical solution, provided there is no equation of the canonical solution

form xi � xk. One way to obtain this solution consists in taking the
value of the infinite term which is the least solution of the system in
the corresponding term algebra.

Definition ... A class of finite graphs is called VR-equational if it VR-equational

is the canonical solution of a system of VR-equations.

Analogously to the corresponding theorem above one can charac-
terise VR-equational classes by interpretations.
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�eorem .. (Engelfriet []). A class K of finite graphs is VR-
equational if and only if there exists a regular class of finite binary
trees T such that K 2MSO T .
A countable graph is of finite clique width iff the clique width of

its finite induced subgraphs is bounded. Below we will show that
there is no such characterisation for prefix-recognisable graphs. First
we show that one direction still holds. �e class of finite induced
subgraphs of a prefix-recognisable graph can be interpreted in the
class of all finite binary trees. For the proof, we need some technical
lemmas.

Lemma ... For all MSO-formulae φ<x̄A there exists some formula
φ̂<x̄A . MSO which is equivalent modulo ThMSO<TA to φ such that for
all subtrees S R T and all elements ā R S it holds that

S Ø φ̂<āA iff T Ø φ̂<āA .
Proof. Given φ, consider the corresponding tree automaton A. We
construct an automaton A� which takes labelled subtrees of T as
input and simulates the work of A on those. Whenever a node with
somemissing successors is encounteredA� makes sure that from the
state which would be assigned to these missing vertices the tree T∅

is accepted. Finally, let φ̂<x̄A be the formula associated with A�. It
follows that

S Ø φ̂<āA iff TāiS . L<A�A iff Tā . L<AA iff T Ø φ<āA .k
Lemma ... LetG 2MSO T be a prefix-recognisable graph.�e class
of finite induced subgraphs of G can be obtained from the class of all
finite labelled binary trees via anMSO-interpretation.

Proof. Let I � )δ<xA, ε<x, yA, <φR<x̄AAR. be the interpretation of G

in T. By the preceding lemma, we can assume that

ψS � ψTiS
for all finite subtrees S R T where ψ is one of δ, ε, or φR. Let H R G

be a finite induced subgraph of G. Define the set P �� I<HA R 0ω
and let S R T be a subtree of T whose universe contains P. �enI � � )δP<xA, εP<x, yA, <φPR<x̄AAR.
is an interpretation of H in <S, PA. Conversely, each subtree of the
form <S, PA interprets a substructure of G. k



. Finite subgraphs of prefix-recognisable graphs m 

Lemma ... �e class of finite labelled binary trees can be obtained
from some regular class of finite unlabelled binary trees via an MSO-
interpretation.

Proof. Let h � 0ω � 0ω be the homomorphism defined by h<A �
 and h<A � . Let <S, PA be a labelled tree.We encode each node x
of S by h<xA. �e unary predicate P is encoded by appending  to
those vertices that are in P. �us, the universe of the corresponding
unlabelled tree is the prefix closure of h<SA together with h<PA.
Clearly, the class of all such trees is regular, and the desired interpre-
tation is given by

δ<xA �� “x . < � A0ω” ,
ε<x, yA �� x � y ,
φsucc<x, yA �� y � xcc, for c . �� ,
φP<xA �� �y<y � xA . k

Combining the preceding lemmas we have obtained the following
characterisation of the class of subgraphs of a prefix-recognisable
graph.

Proposition ... For each prefix-recognisable graph, the class of its
finite induced subgraphs is generated by a VR-grammar.

Proof. By the two preceding lemmas, the class can be obtained from
a regular class of finite trees by anMSO-interpretation. According to
�eorem .., this is equivalent to being generated by aVR-grammar.k
�e converse fails. �ere are classes generated by VR-grammars

that cannot be obtained as the class of subgraphs of a prefix-recognis-
able graph.

Lemma... �ere exists a classK that is generated by aVR-grammar
and that is the class of finite induced subgraphs of some infinite graph
but which cannot be obtained from any prefix-recognisable graph in
this way.

Proof. Let K be the set of all finite forests <T, Z, PA where P R T
is an unary predicate that contains only leaves. K is defined by the
grammar

x �  8  8 x � x 8 r<xA
wherem  denotes a leaf which is not in P,m  denotes a leaf which is in P,
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m x � y denotes the disjoint union of x and y, andm r<xA denotes the tree obtained from the forest x by adding a
new least element.

All of these operations can be expressed by VR-terms.
To show that K is the class of finite induced subgraphs of some

graph we have to verify the hereditary property and the joint embed-
ding property (see e.g. []). K is closed under substructures and, if
s, t . K, then s and t can be embedded in r<s � tA . K.
On the other hand, there is no prefix-recognisable graph such

that K is the class of its finite induced subgraphs since every prefix-
recognisable forest has, up to isomorphism, only finitely many differ-
ent connected components each of which is a regular tree. k
. C    

We conclude this chapter with a survey of the relation between tree
width and clique width. �e following results extend a theorem
of Courcelle [] which lists conditions implying that a graph of
bounded clique width also has a bounded tree width. Most of them
have independently been obtained by Gurski and Wanke [] using
nearly the same proofs.
For the proofs, we need a characterisation of clique width by de-

compositions of a structure in a way similar to tree decompositions
for tree width. If we ignore the colours for a moment, a VR-term con-
sist purely of disjoint unions. �at is, when traversing a term T from
the root to its leaves we observe a progression of decompositions
of the structure denoted by T. �e hierarchical decomposition thus
obtained can then be augmented by information about the colouring.

Definition ... Let M � <M, <EλAλ, P̄A be a countable transition
system.
(a) A clique refinement ofM of width n is a family <RvAv.T indexedclique refinement

by a binary tree T R 0ω where each component Rv � <Uv, C̄vA
consists of a nonempty setUv R M and a partitionCv<�<Cvn� � Uv

such that the following conditions are satisfied:

() Uε � M and iUvi �  for leaves v . T.
() Uv � Uv < Uv if v . T is not a leaf.

() For eachCva and every u Z v, there is some b such thatCva R Cub .
() Let x . Cva and y . Cvb with x . Uvc and y . Uv<�cA for some

c 0 . If <x, yA . Eλ then Cva � Cvb R Eλ.
(b) We call R � <RvAv.T regular if, up to isomorphism, there areregular
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only finitely many differentRv . �at is, there exists a congruence �
on T of finite index such that u � v impliesm ux . T iff vx . T for all words x . 0ω,m Cua h ∅ iff Cva h ∅ for all colours a,m Cua S Cuxb iff Cva S Cvxb for all a, b, and x,m Cua � Cub R Eλ iff Cva � Cvb R Eλ for all a, b, and λ.

Proposition ... Let M � <M, <EλAλ, P̄A be a countable transition
system.

(a) M has a clique width of at most n if and only if there is a clique
refinement of M of width n.

(b) M is prefix-recognisable if and only if there exists a regular clique
refinement of M of finite width.

Proof. <
A Let <Uv, C̄vAv.T be a clique refinement of M. We con-
struct VR-terms tv<x, xA with n colours such that, if we define
infinite terms Tw, w . 0ω, by Tw � tw<Tw, TwA, then the term Tε
denotes M.
In order to define tv , fix a mapping βc � �n� � �n�, for c 0 , such

that Cvci R Cvβc<iA. Let
tv<x, xA �� add=ρβ<xA � ρβ<xAB

where add is the composition of all αλi,k such that Cvi � Cvk R Eλ.
Finally, note that, if the refinement is regular, then the resulting

term is also regular which implies that M 2MSO T.<�A Let T be a (possibly infinite) term denoting M. We decom-
pose T into finite terms tw, w . 0ω, of the form

tw<x, xA � τ � τr<x � xA or tw � τ � τra

where either τi � ρβ or τi � αλa,b for some a, b, β, and λ. As above,
define Tw by Tw � tw<Tw , TwA. We construct a clique refinement<Uv, C̄vAv as follows. LetUw be the set of vertices of the graphdenoted
by Tw . We set

Cva �� F x . Uv i x is coloured a K .
Again, if T is a regular term, then the clique refinement we have

obtained is regular. k
Courcelle andOlariu [] have shown that every graph of bounded

tree width also has bounded clique width.�e slightly better bounds
below were obtained by Corneil and Rotics []. �ey also gave the
example with the exponential lower bound.
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�eorem ... Let G � <V, EA be a finite undirected graph.
cwd<GA 2  � twd<GA�.

�eorem ... For every k 0 ω there exists a finite graph G with

twd<GA � k and cwd<GA 3 
k2�� .
Of course, graphs of bounded clique width do not need to have

bounded tree width. For instance, the complete graph Kκ has clique
width cwd<KκA �  while its tree width is twd<KκA �  � κ, for every
cardinal κ. Below we will try to bound the tree width in terms of the
clique width and one additional parameter, say, the maximal degree.
In the following we denote by Kκ,λ the directed graph <A < B, A � BAKκ,λ

where A and B are sets of cardinality, respectively, κ and λ.

Definition ... Let M � <M, <EλAλ.Λ , P̄A be a transition system.
�e maximal degree ∆<MA of M is the supremum of the cardinals κmaximal degree

∆<MA such that some edge relation Eλ contains a subgraph of the form K,κ

or Kκ,

�eorem ... Let M � <M, <EλAλ.Λ , P̄A be a countable transition
system.

twd<MA �  2 ∆<MA cwd<MA .
Proof. Let <Uv, C̄vAv.T be a clique refinement ofM ofminimal width.
Cva � Cvb R Eλ implies iCvai, iCvbi 2 ∆<MA. Let x . Cva be adjacent to
some y � Uv. By definition, there is some prefix v Z v such that
Cva R Cvb , y . Cvc , and Cvb � Cvc R Eλ or C

v
c � Cvb R Eλ for some

colours b, c. Hence, iCvai 2 iCvb i 2 ∆<MA. �us, the number of
elements x . Uv which are adjacent to some vertex outside of Uv is
bounded by ∆<MA cwd<MA.
We obtain a tree decomposition <FvAv.T of width less than

∆<MA cwd<MA
by setting

Fv �� »GCva j iCvai 2 ∆<MA L .<FvAv.T is a tree decomposition since, for any edge <x, yA . Eλ, there
are some v . T and colours a, b such that x . Cva , y . Cvb, and
Cva �Cvb R Eλ. By assumption, iCvai, iCvbi 2 ∆<MA which implies that
Cva, C

v
b R Fv. k

Lemma ... For each κ 2 � there is a graph Gκ with

twd<GκA � κ , ∆<GκA �  , and cwd<GκA � κ �  .
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Proof. Let Gκ �� <V, Eh, EvA be the grid of size κ � κ where
V �� κ � κ ,
Eh �� F <(i, k-, (i � , k-A i i � , k 0 κ K ,
Ev �� F <(i, k-, (i, k � -A i i, k �  0 κ K .

Its treewidth isκ andGolumbic andRotics [] proved that cwdGκ �
κ � . k
Remark. If there are only n vertices of degree more than δ then one
can construct a tree decomposition of width

twd<GA �  2 δ cwd<GA � n
in the same way as above by adding those n vertices to every compo-
nent of the decomposition.

�e second parameter we consider is the maximal cardinal κ such
that M contains Kκ,κ .

Definition ... Let M � <M, <EλAλ.Λ , P̄A be a transition system. β<MA
β<MA �� supF κ i Kκ,κ R Eλ for some λ K .

�eorem ... Let M � <M, <EλAλ.Λ , P̄A be a countable transition
system.

(a) twd<MA �  2 β<MA cwd<MA .
(b) If M is prefix-recognisable and β<MA 0 � then M is HR-

equational.

Proof. (a) To simplify notation we assume that, for each λ . Λ, there
is some λ� . Λ with Eλ� � E�λ . Fix a clique refinement <Uv, C̄vAv.T
of M of width k �� cwd<MA and let n �� β<MA. By assumption, if
Cva � Cvb R Eλ then iCvai 2 n or iCvbi 2 n. For v . T define

Iv �� » GCva j iCvai 2 n and Cva � FxK R Eλ for some x . M L ,
Ov
a �� G x . M � Uv j FxK � Cvb R Eλ for some Cvb S Cva withiCvb i 1 n L ,

Ov �� »
a0kOv

a .

We have iIvi 2 nk. Since Ov
a � Cvb R Eλ where v Z v is the greatest

prefix of v such that iCvb i 1 n for Cvb S Cva , it follows that iOv
ai 2 n

and, hence, also iOvi 2 nk. We claim that the family

Fv �� Iv 8 Ov , v . T ,
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is a tree decomposition ofM. For any edge <x, yA . Eλ, there are some
colours a, b and a node v . T such that<x, yA . Cva � Cvb R E .
If iCvai, iCvbi 2 n then x, y . Iv R Fv. Otherwise, w.l.o.g. assume thatiCvai 2 n and iCvbi 1 n. �ere is some w Y v with Uw � FyK. By
construction, x . Ow R Fw and y . Iw R Fw .
It remains to prove that all components Fv which contain some

given vertex x are connected. We consider the following cases.
If x . Iv and x . Iv then v Z v and x . Iw for all v Z w Z v, or

vice versa.
If x . Ov there exists some v Z v with x . Cva and Cva � Cvb R Eλ

for some colour b with iCvb i 1 n and Cvb 9Uv h ∅. Let w . T be the
node with Uw � FxK. It follows that x . Ou for all w A v X u Z v and
x . Iu for all w Z u Z v .
Suppose that x . Ov� for another node v� . T. By the same ar-

gument as above we obtain a vertex v� such that x . Ou for all
w A v� X u Z v� and x . Iu for all w Z u Z v�. Since v Z v� or v� Z v
the claim follows.
(b) Let <Uv, CvAv be a regular clique refinement of M. In the same

way as in (a) we obtain a tree decomposition <FvAv that, furthermore,
is also regular. Hence, M is HR-equational. k
Corollary ... Let G be a countable planar undirected graph.

twd<GA �  2  cwd<GA .
Proof. Since G is planar it does not contain K, . k
Since the tree width of the n � n grid is n it follows that its clique

width is greater than n⁄. In fact, Golumbic and Rotics [] have
shown that the precise value is n � .
�e next example shows that the above bounds are tight up to a

factor of .

Example. For each n . N, let Gn � <Vn , EnA be the graph with

Vn �� �� � �n� ,
and En �� G <(i, k-, (i�, k�-A j i h i� L .
�en twd<GnA � n , ∆<GnA � n ,

and cwd<GnA �  , β<GnA � n .
Another consequence of �eorem .. is a charaterisation of tree

width via interpretations.

�eorem ... A countable graph G � <V, EA has finite tree width if
and only if GI 2MSO <0ω, Z, PA for some unary predicate P R 0ω.



. Clique width and tree width m 

Proof. In one direction, we can construct an MSO-interpretation of
the incidence structureGI in theHR-term denotingG. For the other
one, note that GI does not contain the subgraph K, . It follows that

twd<GA 2 twd<GIA 2  cwd<GIA 0 � . k
Finally, we consider uniformly sparse graphs (seeDefinition ..).

�e following result of Courcelle [] characterises sparse graphs.

Lemma ... A transition system M � <M, <EλAλ, P̄A is uniformly
k-sparse if and only if there exist functions fλ � Eλ � M, λ . Λ, such
that fλ<x, yA . Fx, yK and jf �λ <xAj 2 k for all x, y . M.

�eorem ... Every countable transition system M is k-sparse for
k �� =β<MA cwd<MAB.
Proof. We have to construct functions fλ � Eλ � M with fλ<x, yA .Fx, yK such that if �λ <xAi 2 β<MA cwd<MA for all x . M.
Let <Uv, C̄vAv.T be a clique refinement ofM of width k �� cwd<MA

and set n �� β<MA. By assumption, if Cva � Cvb R Eλ then iCvai 2 n oriCvbi 2 n.
If e �� <x, yA . Cva � Cvb R Eλ with iCvai 1 n then we set fλ<eA �� x.

For each vertex x there can be at most n vertices y such that the edge<x, yA satisfies this condition, since otherwise Cva � Y R E where Y is
the set of all such y and v . T is the longest word such that iCwa i 1 n
for all w Z v.
Similarly, if iCvbi 1 n we set fλ<eA �� y. For all other edges we

have e �� <x, yA . Cva � Cvb R Eλ with iCvai, iCvbi 2 n. Let v Z v be
the maximal prefix of v such that Cva R Cvc or Cvb R Cvc for some c
with iCvc i 1 n. In the first case we set fλ<eA �� x, in the other one,
fλ<eA �� y. Let v be the successor of v with v Z v. For all such edges e
with fλ<eA � x it follows that y . Cvd for some d h c with iCvd i 2 n.
Consequently, there are at most <k � An such edges.
It follows that jf �λ <xAj 2 n � <k � An � kn as desired. k
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 P W

I
   and the next one we develop a model theory
of structures having a simple monadic second-order theory by

extending the concept of NLC-width from graphs to relational struc-
tures of arbitrary cardinality. �e resulting complexity measure will
be called the partition width of a structure. Mirroring the develop-
ment of the notions of tree width, NLC-width, and clique width we
will proceed in three steps: () we define terms denoting structures;
() we introduce a notion of decomposition of a structure; and () we
give a characterisation via interpretations.

. I 

We start by generalising NLC-terms to infinite terms describing re-
lational structures of arbitrary cardinality. Moving from binary re-
lations to relations of higher arity requires that we colour not only
single elements but all tuples up to this arity.

Definition ... A graded set of colours is a set C that is partitioned graded set of colours

into finite nonempty sets Cn , n 0 ω. Colours c . Cn are said to be of
arity n. arity

A C-colouring of a structure M is a function χ mapping every C-colouring

n-tuple ā . Mn to some colour χ<āA . Cn. �e empty tuple is also
coloured. We call the pair <M, χA a C-coloured structure. C-coloured structure

Analogously to the NLC-composition `S we define two operatorsèΘ and ºΘ to compose a family of C-coloured structures <Mi, χiA,
i 0 κ, one for ordered families and one for unordered ones. In both
cases the resulting structure will consist of the union of the Mi.
Additionally, we will update the colouring and add new tuples to the
relations ofM. If ā is a tuple ofM then the colours of its parts ā9Mi,
for i 0 κ, will determine both, its new colour and whether we add ā
to a relation R. We record this information in an update instruction<n, κ, Ī, c̄, d, SAwhere Ii �� F k i ak . Mi K is the partition of ā induced
by the union, ci �� χi<āiIiA is the colour of the tuple ā 9Mi, d is the
new colour of ā, and S contains all relation symbols to which ā is
added.


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Definition ... Let τ be a signature and C a graded set of colours.
(a) An update instruction is a tuple <n, α, Ī, c̄, d, SA whereupdate instruction m n 0 ω is a natural number and α is an arbitrary ordinal;m Ī is a partition ¾i0α Ii � �n� of �n� into α classes (of which all

but finitely many are empty);m c̄ . Cα is a sequence of α colours such that the arity of ci is iIii
(which implies that the sum of their arities is n);m d . Cn is a colour of arity n ; andm S R τ is a set of n-ary relation symbols.

�e number n is called the arity of the instruction.arity

(b) An ordered κ-update is a set Θ of update instructions thatordered κ-update

contains exactly one instruction <n, κ, Ī, c̄, d, SA, for all n, Ī, and c̄.
Each such set Θ induces a family of functions

Θn<Ī; c̄A � <d, SA : iff <n, κ, Ī, c̄, d, SA . Θ .
(c) A symmetric update is a set Θ of update instructions with thesymmetric update

following properties:m Θ contains exactly one instruction <n, s, Ī, c̄, d, SA for all n 0 ω,
every s 2 n, all partitions Ī � I < � � � < Is� where each of the Ii
is nonempty, and all appropriate c̄ . Cs.m For all permutations σ . Ss we have=n, s, (Iσ , . . . , Iσ<s�A-, (cσ , . . . , cσ<s�A-, d, SB . Θ
iff =n, s, (I, . . . , Is�-, (c , . . . , cs�-, d, SB . Θ .

�e family of functions induced by Θ is

Θs
n<Ī; c̄A � <d, SA : iff <n, s, Ī, c̄, d, SA . Θ .

We use ordered updates to define a sum operation èΘ where the
ordering of the structures matters, whereas symmetric updates are
used to define an operation ºΘ that is invariant under permutations
of its arguments. For every symmetric sum there exists an equivalent
ordered one, while the converse only holds if we are allowed to use
more colours. (Basically, we need to colour each structure with a
different copy of the colours.) Below we will use ordered sums only
for finitely many arguments.

Definition ... Let <Mi, χiA, i 0 κ, be a sequence of C-coloured
structures.
(a) Let Θ be an ordered κ-update. �e ordered sumordered sumèΘ

Θé
i0m <Mi, χiA
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of <Mi, χiA, i 0 κ, with respect to Θ is the structure <N, ηA obtained
from the disjoint union of the Mi by the following operation:
For every n-tuple ā . Nn, n 0 ω, if

Θn<Ī; c̄A � <d, SA
where

Ii �� F k 0 n i ak . Mi K and ci �� χi<āiIiA for i 0 κ ,
thenwe add ā to all relationsR . S and set the new colour toη<āA �� d.
(b) Let Θ be a symmetric update. �e symmetric sum symmetric sumºΘ

Θ»
i0κ <Mi, χiA

of <Mi, χiA, i 0 κ, with respect to Θ is the structure <N, ηA obtained
from the disjoint union of the Mi by the following operation:
For every n-tuple ā . Nn , n 0 ω, containing elements from

Mj , . . . , Mjs� , if
Θs
n<Ī; c̄A � <d, SA

where

Ii �� F k 0 n i ak . Mji K and ci �� χi<āiIiA for i 0 s ,
thenwe add ā to all relationsR . S and set the new colour toη<āA �� d.
Note that this definition does not depend on the ordering of

j , . . . , js� since Θ is invariant under permutations.
(c) For every sequence of colours cn . Cn , n 0 ω, let c̄ denote

the C-coloured structure <D, ζA with universe D �� �� and empty
relations R �� ∅ where the only n-tuple is coloured with cn .

Example. Consider three structures with universes Fx, x�K, Fy, y�K,
and Fz, z�K, and colouring

χ<xA � a , χ<yA � b , χ<zA � c ,
χ<x�A � b , χ<y�A � c , χ<z�A � a ,

χ<x, x�A � e , χ<y, y�A � e , χ<z, z�A � f ,
χ<x�, xA � e , χ<y�, yA � f , χ<z�, zA � f .

(a) Let Θ be a symmetric update. �e following examples show
how the new colour and relations of a tuple are determined.<x, yA � Θ

=FK, FK; a, bB<y, xA � Θ
=FK, FK; b, aB � Θ

=FK, FK; a, bB<y�, yA � Θ
=F, K; f B<y, x, y�A � Θ
=FK, F, K; a, eB<y, z, xA � Θ
=FK, FK, FK; c, a, bB
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(b) For an ordered -update Θ we have:<x, yA � Θ=FK, FK,∅; a, b, B<y, xA � Θ=FK, FK,∅; a, b, B<y�, yA � Θ=∅, F, K,∅; , f, B<y, x, y�A � Θ=FK, F, K,∅; a, e, B<y, z, xA � Θ=FK, FK, FK; a, b, cB
where  denotes the colour of the empty tuple.

Having decided on the operations we can start building terms.
Since we want to support uncountable structures we consider terms
as infinitely branching trees of ordinal height.

Definition ... For a graded set of colours C and a signature τ,
let Υ0

C,τ be the signature consisting of all operations of the formΥ0
C,τ

c̄ andèΘ with colours from C and relation symbols from τ. Similarly,
ΥC,τ consists of c̄ and ºΘ.ΥC,τ

Example. Let C � Fa, b, cK, Cn � FK, for n h , and

Θ �� G<, , (FK-, (a-, b, ∅A ,<, , (FK-, (b-, b, ∅A ,<, , (FK-, (c-, a, ∅A ,<, , (FK, FK-, (c, a-, , Fsuc, 2KA ,<, , (FK, FK-, (a, c-, , Fsuc, 2KA ,<, , (FK, FK-, (c, b-, , F2KA ,<, , (FK, FK-, (b, c-, , F2KA ,
. . . L

(wherewe leß out the irrelevant entries). LetΦbe the update obtained
from Θ by replacing the instruction <, , (FK-, (c-, a, F2KA by<, , (FK-, (c-, b, F2KA.

Tω� � 8Θ 8Θ 8Θ
8Φ 8Θ

c

c

c

c

c

For each ordinal α, we can define a term Tα denoting the structure<α, suc, 2A where the colour of the first element is a and the other
elements are coloured by b. (A formal definition of the value of a
term can be found below.) For β 0 α, we set

Tα<βA �� bhhfhhd8Θ if β is a successor ,8Φ if β is a limit ,
and Tα<βA �� c .

For instance,

T � c 8Θ <c 8Θ <c 8Θ »ΘFcKAA .
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When trying to evaluate an infinite term T R κ0α for α 1 ω in a
bottom-up fashion, we face the difficulty that, aßer having obtained
the value of a subterm whose root is at a limit depth, we have to
propagate this value to its predecessors. To do so, we start at the
predecessor in question and trace the value back until we reach the
already evaluated subterm.

Definition ... Fix a relation 2 well-ordering each colour set Cn
such that colours of different arities are incomparable.
() For sequences of colours <ciAi0α, <diAi0α we define the ordering

componentwise.<ciAi 2 <diAi : iff ci 2 di for all i 0 α ,
and <ciAi 0 <diAi : iff <ciAi 2 <diAi and <diAi � <ciAi .
() Let T be a term, v . T a node, and α �� ivi. A colour trace to v colour trace

is a sequence <ciAi0α� of colours of the same arity which satisfies the
following conditions:

(a) If α � β �  is a successor then <ciAi0β� is a colour trace to the
predecessor u of v and the operation at u changes the colour of
tuples from cβ� to cβ.

(b) If α is a limit then each subsequence <ciAi0β� for β 0 α is a
colour trace to the corresponding prefix of v, and cα is the min-
imal colour c such that the set F β 0 α i cβ � c K is unbounded
below α.

Example. For the termsTα in the previous example, the colour traces
are of the form bb . . . bbac, bb . . . bba, or bb . . . bb.

With these notions we can define a subclass of terms to which we
can assign a value. Basically, we call a term T well-formed if its value
val<TA (which we introduce below) is well-defined.

Definition ... A term T is well-formed if the following conditions well-formed term

are satisfied:

() For each v . T, the set of colour traces to v is linearly ordered
by 2.

() For every leaf v labelled c̄ and all arities n there exists a colour
trace <diAi0α� to v with dα � cn .

() For all finite sequences of vertices vk, k 0 m, and all colour
traces <cki Ai to vk, there exists a colour trace <diAi0α� to u ��
v A � � � A vm� such that dα is the result of the operation at u
applied to the colours ckα� .

Lemma ... Let T be a well-formed term. For every v . T and all
colours c . C there is atmost one colour trace <cβAβ0α� to vwith cα � c.
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Proof. Let <cβAβ0α� and <dβAβ0α� be colour traces to v with cα � dα .
We prove by induction on α that <cβAβ � <dβAβ. �e case α �  is
trivial.
If α � β�  is a successor ordinal then the operation at vmaps cα �

dα to cβ � dβ and the claim follows by induction hypothesis.
Suppose that α is a limit and that <cβAβ h <dβAβ. By symmetry, we

may assume that <cβAβ 0 <dβAβ. By definition, the set
S �� F β 0 α i dβ � dα K

is unbounded below α. Let e be the minimal colour such that the
subset S� �� F β . S i cβ � e K is also unbounded. Such a colour exists
since there are only finitely many colours of the given arity.
By definition of a colour trace we have e 3 cα. Since cβ 2 dβ for all

β 0 α it follows that e � cβ 2 dβ � dα � cα for β . S�. Consequently,
cβ � dβ for all β . S�. Since S� is unbounded the induction hypothesis
implies that cβ � dβ for all β 0 α. Contradiction. k
Definition ... Let T R κ0α be a well-formed term and L R T the
set of its leaves.
(a) To every tuple ā . Ln we associate a colour trace χ<āA by

induction on iāi. If a � � � � � an� and the node a is labelled by d̄
then χ<āA � <cβAβ0α� is the (unique) colour trace to a that ends
in cα � dn .
Otherwise, let v �� Ä ā. �ere is a partition I < � � � < Is� � �n� of

the indices such thatm v X ai A ak if i and k belong to the same class Il, andm v � ai A ak for i and k belonging to different classes.
�e node v is labelled by either èΘ or ºΘ for some update Θ. Let
χ<āiIiA � <ciβAβ, for i 0 s, and let α �� ivi. We either have<d, SA � Θn=Ī�; <ĉiαAi0κB
or <d, SA � Θs

n=Ī; cα, . . . , cs�α B ,
where <ĉiαAi0κ is the sequence of length κ obtained from cα, . . . , c

s�
α

by inserting the colour of the empty tuple at the appropriate places.
We let χ<āA � <cβAβ0α� be the (unique) colour trace to v with cα � d.

(b) �e value val<TA of T is the structure whose universeM �� Lvalue

val<TA consists of all leaves of T. A tuple ā . Mn with associated colour trace
χ<āA � <cβAβ0α� belongs to a relationR iff there is some node v Z Ä ā
labelled by an operationèΘ orºΘ that adds tuples coloured civi to R.
In the following we will tacitly assume that all terms are well-

formed.
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What structures can be the value of a ΥC,τ-term? If M is a finite
structure with iMni 2 iCni, for all n 0 ω, then, by assigning dif-
ferent colours to each tuple ā R M, we can easily construct a term
denoting M.
But, if M is infinite, this does not need to be the case. In the next

lemma we prove that every structure denoted by an ΥC,τ-term T can
be interpreted in some tree, namely, the term T itself. �e converse
is shown in Section ..
One remaining technicality we have to deal with is to fix an en-

coding of terms as structures. In order to allow infinite signatures
we encode a Υ-term T R κ0α as a structure <T, Z, P̄A with universe T,
prefix ordering Z, and unary predicates P̄ coding the functions in Υ .
Each operator is encoded by several predicates:

Pd �� F v . T i v is labelled by some c̄ with d . c̄ K ,
P<n,α,Ī ,c̄,d,RA �� F v . T i v is labelled by èΘ or ºΘ for some Θ

containing <n, α, Ī, c̄, d, SA with R . S K .
Proposition ... For all signatures τ and every set C of colours there
areMSO-interpretations V and V0

k , k 0 �, such thatV0
k � val<TA 2MSO <T, Z, P̄, <suciAi0kA for all Υ0

C,τ -terms T R k0α,
and V � val<TA 2MSO <T, Z, P̄A for all ΥC,τ -terms T R κ0α.
If the arity of τ is bounded then there even exist MSOm-interpreta-

tions for somem.

Proof. �e universe of val<TA consists of the set of leaves of T, which
is definable. �e above definition of the relations of val<TA can be
translated immediately intoMSO once we have shown how to encode
colour traces. If colour traces <ciAi0α . Cαn to some node v . T are
represented by sets <XdAd.Cn

such that u Z v belongs toXd iff ciui � d,
then there is an MSO-formula which expresses that the sequence of
colours encoded in some tuple X̄ is indeed a colour trace.
�e quantifier rank of these formulae depends only on iCni and

the arity of the relations involved. k
. P 

Given some structure M, how can we find out how large the set C
of colours needs to be in order that there is some ΥC,τ-term denot-
ing M? We will derive a structural criterion answering this question
by using a suitable variant of clique refinements and showing that
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every structure denoted by an ΥC,τ-term admits such a decomposi-
tion, called a partition refinement, and that, vice versa, every partition
refinement yields a term.
We have chosen the operations of our terms in such a way that we

do not need to explicitly store information about the colours and the
refinements become particularly simple.

Definition ... (a) A partial κ0α-partition refinement of a struc-partial partition refinement

ture M is a family <UvAv.T of nonempty subsets Uv R M indexed by
a tree T R κ0α such that the following conditions are satisfied:

() Uε � M and for every a . M there is some leaf v . T with
a . Uv .

() Each Uv is the disjoint union of its successors Uvβ , vβ . T,
β 0 κ.

() If ivi is a limit ordinal then Uv � ¸uXv Uu .

�e granularity of a partial partition refinement <UvAv is the supre-granularity

mum of the cardinalities iUvi of its leaves v.
(b) A κ0α-partition refinement is a partial κ0α-partition refinementpartition refinement

of granularity .

We can retrieve the colouring from a given partition refinement
since the colour of a tuple corresponds to its type as explained below.
As the colours are only needed to connect tuples ā R Uv in some
component Uv with tuples b̄ R Uv in the complement we define a
notion of type consisting only of formulae containing both, a free
variable and some parameter.

Definition ... Let M be a structure, ā R M, and U R M. Let
∆ R FO. �e ∆-type of ā over U is the set∆-type

tp∆<ā2UA �� Fφ<x̄; c̄A i M Ø φ<ā; c̄A, φ . ∆, c̄ R U K ,
and the external ∆-type of ā over U is defined byexternal ∆-type

etp∆<ā2UA �� Fφ<x̄; c̄A . tp∆<ā2UA i every atom of φ contains

a variable and some parameter c . U K .
We denote the set of all ∆-types over U with n free variables by

Sn∆<UA and its subset of external types by ESn∆<UA. In case ∆ � FOk

we simply write tpk<ā2UA and Snk<UA.
For sets Ā R ð<MA andmonadic formulae∆ R MSOwe also define

themonadic ∆-type of Ā over U and its external variant bymonadic ∆-type

mtp∆<Ā2UA �� Fφ<X̄; C̄A i M Ø φ<Ā; C̄A, φ . ∆, C̄ R ð<UA K ,
emtp∆<Ā2UA �� F φ<X̄; C̄A . mtp∆<Ā2UA i every atom of φ

contains a variable and some parameter

C R U K .
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�e set of all monadic ∆-types over U with n free variables is
denoted byMSn∆<UA.
Definition... LetMbe a structure andU R M. For tuples ā, b̄ R M
we define ā �∆U b̄, ā �∆U b̄

Ā �∆U B̄, Ā �∆U B̄

ā �∆U b̄ : iff tp∆<ā2UA � tp∆<b̄2UA ,
ā �∆U b̄ : iff etp∆<ā2UA � etp∆<b̄2UA .

For sets Ā, B̄ R ð<MA we reuse the these symbols and write

Ā �∆U B̄ : iff mtp∆<Ā2UA � mtp∆<B̄2UA ,
Ā �∆U B̄ : iff emtp∆<Ā2UA � emtp∆<B̄2UA .

�e [external] [monadic] ∆-type index of a set X over U is type index
tin∆<X2UA,mtin∆<X2UA
etin∆<X2UA, emtin∆<X2UAtin∆<X2UA �� iXn2�∆Ui , mtin∆<X2UA �� ið<XAn2�∆Ui ,

etin∆<X2UA �� iXn2�∆Ui , emtin∆<X2UA �� ið<XAn2�∆Ui .
Again, in case ∆ � FOk we simply write �kU , tink<X2UA, and so on.

Remark. Note that, for undirected graphs, the relations �U coincides
with the relation �U defined by Courcelle in [].

For the most part we will concentrate on atomic external types
etp<ā2UA and the corresponding index etin<X2UA.
Example. Consider the binary tree T � <2ω, ZA and fix a vertex
w . 2ω. If v . �w �� F v . 2ω i w Z v K then

u Z v for all u . �w �� F v . 2ω i v X w K ,
and u Â v for all u . 2ω � <�w 8 �wA .
Hence eti<�w2�wA �  since only one external atomic type over
2ω��w is realised in �w. On the other hand, eti<�w2�wA �  because
there are two external atomic types over �w realised in 2ω � �w.
Below it will be shown that, when colouring a component Uv

of a partition refinement, we can take as colours the classes of the
relation�

Uv
, i.e., the atomic external types over the complement ofUv.

�erefore, the number of n-ary colours we need equals etin<Uv2UvA.
Definition ... () �e n-ary partition width of a partition refine- partition width

ment <UvAv.T is the number

pwdn<UvAv �� sup G etin<Uv2UvA j v . T L ,
and the n-ary symmetric partition width is symmetric partition width
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spwdn<UvAv �� sup G etin=ºi.I Uvi 3 ºi.I UviB j v . T, I R κ L .
()�e n-ary partition width pwdn<M, κ0αA of a structureM is de-

fined inductively as follows: pwdn<M, κ0αA is the minimal cardinal λ
such that there exists a κ0α-partition refinement <UvAv with

pwdn<UvAv � λ and pwdi<UvAv � pwdi<M, κ0αA for i 0 n .
If κ0α � 0iMi� we omit the second parameter and simply write
pwdn M. M is said to be of finite partition with if pwdn M is finitefinite partition width

for all n 0 ω.
�e n-ary symmetric partition width spwdn<M, κ0αA of M is de-

fined analogously. We set spwdn M �� spwdn=M, iMi0iMi�B.
()�emonadic [symmetric] partition widthsmpwdn and smpwdnmonadic partition width

of a partition refinement or a structure are defined similarly by re-
placing etin by emtin.

Remark. () Obviously, we have pwdn<M, κ0αA 2 spwdn<M, κ0αA.
() In each partition refinement <UvAv.T we can remove all nodes

v . T with exactly one successor. In that way we can transform
any κ0α-partition refinement of a structure of cardinality λ into a
κ0λ�-partition refinement.
() It is not clear whether there always exists a partition refine-

ment <UvAv such that pwdn M � pwdn<UvAv for all n.
Lemma ... Every linear order M � <M, 2A has a 0iMi�-partition
refinement <UvAv.T of monadic partition width mpwdn<UvAv � 
where every Uv forms an interval of M.

Proof. We define Uv by induction on ivi. Let Uε �� M. Given an
interval Uv containing at least two different elements, we pick some
a . Uv that is not the least element of Uv and set

Uv �� F b . Uv i b 0 a K and Uv �� F b . Uv i b 3 a K .
Finally, if ivi is a limit ordinal, we set Uv �� ¸uZv Uu. k
Lemma ... For the tree T �� <β0α, ZA we have

smpwdn<T, β0αA �  and smpwdn<T, 0<β�AαA � .

Proof. Wedefine aβ0α-partition refinement <UvAv by inductionon v.
Set Uε �� β0α. Suppose that Uv is already defined and of the form�w �� F x . β0α i w Z x K for some w. We define

Uv �� FwK , Uv � Uv � FwK , Uvi �� �wi for i 0 β .
�en we have emtin<Uv2UvA �  for all v, as desired.



. Partition refinements m 

�e second claim is proved analogously. If Uv � �w is already
defined, we set

Uv �� FwK , Uvγ �� »
i3γ �wi , Uvγ �� �wγ for γ 0 β . k

We promised above that we will show how one can use types
to define a canonical colouring. For the symmetric case we first
need a technical lemma which relates infinite symmetric sums and
symmetric partition width.
We say that a union ºi Xi induces the equivalence relation induced partition

a � b : iff a . Xi � b . Xi for all i .
When considering an n-tuple ā, this relation induces a partition
I < � � � < Is � �n� of the indices such that ai � ak iff i, k . Il for
some l.
We call a tuple ā R ºi Xi 8 U fragmented if the induced partition fragmented

consists of at least two classes. Further, we say that a colouring χ of a
set X is compatible with the equivalence relation �U if compatible

χ<āA � χ<b̄A iff ā �U b̄ for all ā, b̄ R X .
Proposition ... Let M be a structure of arity r 0 ω, Y �� ºi0κ Xi R
M a disjoint union, and U R M disjoint from Y. For I R κ, define
XI �� ºi.I Xi andUI �� U 8 <Y �XIA. Let � be the equivalence relation
induced by the union ºi Xi. Consider the following statements:

() �ere is a bound w̄ . ωω with wn 2 wn� such that
etin<XI2UIA 2 wn for all n 0 ω and I R κ .

() �ere exists a set of coloursC andC-colourings η ofY and χi ofXi
compatible with, respectively, �U and �UFiK such that<MiY , ηA � Θ»

i0κ <MiXi
, χiA for suitable Θ .

�e following implications hold:<A � <A with wn 2 nn�<cnAn where cn �� maxi2niCii .<A � <A with iCni 0 <wn<r � nA � AR<KnArr� where
Kn �� wn<rwrAr � R<wn � <r � nA � A .

Proof. <A � <A Define χ<āA �� χi<āA for ā R Xi, i 0 κ. Let I R κ
and ā, ā� . <XIAn. We claim that, if � induces the same partition
J < � � � < Js � �n� of the indices of ā and ā� and if χ<āiJiA � χ<ā�iJiA
for all i 2 s, then ā �UI

ā�.
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First suppose that M Ø φ<ā; b̄A for some atomic formula φ and
parameters b̄ R Y � XI . �en ºΘ adds all tuples of colour η<āb̄A �
η<ā�b̄A to the corresponding relation. Hence, M Ø φ<ā�; b̄A.
It remains to consider the case M Ø φ<ā; b̄, c̄A where b̄ R Y � XI

and c̄ R U. η<āb̄A � η<ā�b̄A implies āb̄ �U ā�b̄. �us, M Ø φ<ā�; b̄, c̄A.
Setting cn �� maxi2niCii it follows that

wn 2 é G iCiJii � � � � � iCiJs�ii j J < � � � < Js� � �n�, s 2 n L2 é
s2n sn<cnAs 2 nn�<cnAn .<A � <AWe call a sequence < fnAn2r of functions

fn � »
α0κXn

α � Cn

a valid colouring iff<MiY , ηA � Θ»
α0κ <MiXα

, χαA
for some Θ where χα is the colouring of Xα induced by < fnAn . �is
condition is equivalent to the following one: < fnAn is valid if and only
if, for all tuples ā, b̄ . Yn such that � induces the same partition
J 8 � � � 8 Js of their indices, fiJii<āiJiA � fiJii<b̄iJiA, i 2 s, and for every
atomic formula φ<x̄; d̄A with parameters d̄ R U such that ād̄ and b̄d̄
are fragmented, we have

M Ø φ<ā; d̄A �  φ<b̄; d̄A .
For ā . Xn

α and b̄ . Xn
β , we write ā P b̄ if there are tuples

ā R Y � Xα and b̄ R Y � Xβ such thatm � induces the same partition J 8 � � � 8 Js of their indices,m fiJii<āiJiA � fiJii<b̄iJiA, for i 2 s, andm for some atomic formulaφ<x̄, ȳ; d̄Awith parameters d̄ R U such
that āād̄ and b̄b̄d̄ are fragmented, we have

M Ø φ<ā , ā ; d̄A �  φ<b̄, b̄; d̄A .
We will call such tuples ā and b̄ witnesses of the fact that ā P b̄.

By the above remark, it follows that < fnAn is a valid colouring if
and only if ā P b̄ implies fn<āA h fn<b̄A for all ā and b̄.
Let < fnAn be a valid colouring such that Cn �� rng fn is of minimal

size. Suppose that

m �� iCni 3 <wn<r � nA � AR<KnArr� .
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We fix an arbitrary ordering of each Cn and we order colourings
pointwise:< fnAn 2 <gnAn : iff fn<āA 2 gn<āA for all n 2 r, ā . »

α
Xn
α .

W.l.o.g. we may assume that < fnAn is minimal w.r.t. this ordering. It
follows that, for all ā . ºα X

n
α and every colour c . Cn with c 0 fn<āA,

there exists some tuple b̄ . f �n <cA with ā P b̄ since, otherwise, the
sequence <gnAn defined by

gn<x̄A �� bhhfhhdc if x̄ � ā ,
fn<x̄A otherwise ,

and gi �� fi for i h n, would be a strictly smaller valid colouring.
Further, it follows that irng fniXn

α
i 2 wn for all α 0 κ since, if

ā �UFαK b̄ and fn<āA 0 fn<b̄A, then we could change the colour of b̄

to fn<āA and the colouring would still be valid.

() Fix a decreasing enumeration c 1 � 1 cm� of Cn . We con-
struct a sequence <āiAi such that āi P āk for i h k. By induction on i,
we definem an increasing sequence of indices si . �m� ;m a decreasing sequence of sets Hi R �m� ;m sets Iit R κ, for si 0 t 0 m ; andm tuples āi . f �n <csiA 9 Xn

Ii�,si
such thatm b̄ P āi for all b̄ . f �n <ctA 9 Xn

Iit
, si 0 t 0 m, andm f �n <ctA 9 Xn

Iit
h ∅ for all t . Hi.

LetH� �� �m� and I�,t �� κ. For every i, we perform the following
steps. If Hi� � ∅ we stop. Otherwise, let si �� maxHi� and choose
an arbitrary tuple āi . f �n <csiA 9 Xn

Ii�,si , say āi . Xn
α . Since Ii�,si R Iksi

for k 0 i and by induction hypothesis, we have āi P āk , for every
k 0 i, as desired.
To define Iit , si 0 t 0 m, fix some b̄ . f �n <ctA such that b̄ P āi,

say, b̄ . Xn
β . By definition, there exist an atomic formula φ<x̄, ȳ; d̄A

with parameters d̄ R U and tuples ā and b̄ such that ā
iād̄ and b̄b̄d̄

are fragmented,� induces the same partition J 8� � �8 Js of the indices
of ā and b̄, fiJli<āiJlA � fiJli<b̄iJlA, for l 2 s, and we have

M Ø φ<āi , ā; d̄A �  φ<b̄, b̄; d̄A .
Let J R κ be the minimal set such that b̄ R XJ . If b̄� . f �n <ctA 9 Xn

κ�J
then

M Ø φ<b̄�, b̄; d̄A � φ<b̄ , b̄; d̄A
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since < fnAn is a valid colouring. �is implies b̄� P āi. �erefore, we
can set Iit �� Ii�,t � J. We conclude the construction by setting

Hi �� F t . Hi� � FsiK i f �n <ctA 9 Xn
Iit h ∅ K .

�e sequence <āiAi0m
obtained this way satisfies āi P āk for i h k.

It remains to determine its lengthm. We haveiHii 3 iHi�i � wniJi � 3 iH�i � <i � A<wn<r � nA � A� m � <i � A<wn<r � nA � A .
We can define āi providedHi� h ∅. �is is the case if

i 0 m

wn<r � nA � 
.

Consequently,

m 3 m

wn<r � nA � 
3 R<KnArr� .

() Denote the index α such that āi . Xn
α by αi. For all i 0 k, we fix

tuples b̄ik R Xκ�FαiK and b̄ki R Xκ�FαkK witnessing the fact that āi P āk ,
that is,

M Ø φ<āi , b̄ik; d̄A �  φ<āk, b̄ki; d̄A
for some atomic formula φ<x̄, ȳ; d̄A. Let J < � � � < Js be the partition
of the indices of b̄ik (or of b̄ki) induced by �. Set

b̄ikl �� b̄ikiJl , b̄kil �� b̄kiiJl ,
and let βikl , β

ki
l 0 κ be the indices such that b̄ikl R Xβik

l
and b̄kil R Xβki

l
.

Assume that we have chosen b̄ik and b̄ki such that the set

N �� F l i b̄ikl � b̄kil K
is maximal.
It follows that, for each l � N, we either have βikl � αk or there

exists some index σ<lA h l such that βikl � βkiσ<lA. Otherwise, we could

replace b̄kil by b̄ikl and the resulting pair of tuples would still witness
āi P āk in contradiction to the maximality of N.
Let σik � �s � � �N � <�s � � �NA < F�K be the function such that

βikl � bhhfhhdαk if σik<lA � � ,
βkiσik<lA otherwise ,
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and define σki analogously.�e maximality of N further implies that
there exists no sequence l, . . . , lt of indices such that σik<ljA � lj� ,
for j 0 t, and σik<ltA � l since, otherwise, we could simultaneously
replace each b̄kilj by b̄iklj and again obtain witnesses for āi P āk with

strictly larger N.
It follows that βikl . Fαk, βki , . . . , βkis K, for every l � N, and there is

some number j such that σ
j
ik<lA � �, i.e., βik

σ
j�
ik

<lA � αk.
For each pair i 0 k of indices we recordm the partition J < � � � < Js of the indices of b̄ik induced by �,m the size iNi of the set N defined above, andm the functions σik and σki.

�ere exists a subset I R κ of sizeiIi 3 m �� max F k i m � <kArr� K3 Kn � wn<rwrAr � R<wn � <r � nA � A
such that all pairs i, k . I with i 0 k are coloured in the same way.
W.l.o.g. we may assume that I � �m�.

() First, consider the case that N � �s � � for all i, k . I. Let
Bik R κ be the smallest set of indices such that b̄ik � b̄ki R XBik

.
Clearly, Bik � Bki. Also note that, by definition of b̄ik and b̄ki, we have
αi, αk � Bik. For each set Fi, k, lK of indices i 0 k 0 l, we record which
of the following conditions hold:

αi . Bkl , αk . Bil , αl . Bik .
�ere exists a subset I� R �m� of sizeiI�i 3 m �� max F k i m � <kA K 3 wn � <r � nA � 

such that all triples i, k, l . I� are coloured in the same way. W.l.o.g.
we may assume that I� � �m�.

First we consider the case that αl . Bik for all i 0 k 0 l 0 m. �en
αi . B , for  0 i 0 m. Furthermore, for  0 i 0 k, we have αi � Bi

and αk . Bi � Bk which implies that αi h αk. Hence,
m 2 iBi �  3 r � n �  .

Contradiction. Analogously, if αi . Bkl or αk . Bil, for i 0 k 0 l, then
we obtain, respectively,

m 2 iBm�,m�i �  and m 2 iB,m�i �  ,

which lead to similar contradictions.
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�eonly remaining case is that none of the above conditions holds,
that is, we have αi � Bkl for all pairwise distinct sets of indices i, k, l.
Let H �� F αi i i 0 m K. b̄ik R UH implies āi pUH

āk, for all i h k.
Consequently, we have

etin<XH2UHA 3 m 1 wn.
Contradiction.

() It remains toconsider the case that �s���N h ∅. Let l . σ� <�A,
i.e., βkil � αi, for all i 0 k, and define lj� �� σ<ljA. Let l, . . . , lt be
the sequence of indices obtained in this way where lt � �. Note that,
for i 0 k and j 0 t � , we have βiklj � βkiσ<ljA � βkilj� . For notational
convenience, we also set βki� �� βiklt� � αk.
By induction on j 2 t, we construct a decreasing sequence of

subsets Ij R I of sizeiIji 3 <iIi � A2<rwrAj
such that

βilj � βklj and fiJlj� i<b̄ilj�A � fiJlj� i<b̄klj�A for all i, k . Ij .
For all indices i, k . It it follows that αi � βi� � βk� � αk. Since

each tuple āi has a different colour it further follows that iIti 2 wn
which implies that

wn 3 iIti 3 <iIi � A2<rwrAt 1 wn .
Contradiction.

() We still have to construct the sets Ij. Let I �� I � FK. Since
βil � α � βkl our claim holds for j � . Suppose that I, . . . , Ij� are
already defined. Since βilj� � βklj� , for i, k . Ij� , there exists a subset
I�j R Ij� of sizeiI�j i 3 iIj�i2wiJlj� i 3 iIj�i2wr
such that fiJlj� i<b̄ilj�A � fiJlj� i<b̄klj�A for all i, k . I�j . It follows that

c �� fiJlj� i<b̄ilj�A � fiJlj� i<b̄ilj�A � fiJlj� i<b̄klj�A � fiJlj� i<b̄klj�A ,
and, by the remarks in (), we have f �iJlj� i<cA R XFα ,βi ,...,βis K. �ere-

fore, there exists a subset Ij R I�j of sizeiIji 3 iI�j i2<s � A 3 iIj�i2<rwrA 3 <iIi � A2<rwrAj
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such that βilj� � βklj� for all i, k . Ij. It follows that
βilj � βilj� � βklj� � βklj

as desired. k
Aßer these somewhat lengthy preparations we are finally able to

prove that every structure denoted by a termhas finite partitionwidth
and, conversely, every structure with finite partitionwidth is denoted
by a term.

Proposition ... Let C be a graded set of colours, τ a signature, and
n 0 ω.
() pwdn<val<TA, κ0αA 0 � for all Υ

0
C,τ -terms T R κ0α.

() spwdn<val<TA, κ0αA 0 � for every ΥC,τ -term T R κ0α.
Proof. () Consider the subtermTv of T with root v . T and letUv be
the universe of val<TvA.We claim that <UvAv.T is the desired partition
refinement.
Suppose that ā, b̄ . Un

v are tuples such that, for all I R �n�, the
subtuples āiI and b̄iI have the same colour at node v. Let φ<x̄, c̄A be
an atomic formula with parameters c̄ R Uv . If val<TA Ø φ<ā, c̄A then
there exists a node u X v such that ā, c̄ R Uu and the operation èΘ

at u adds all tuples with the colour of <āc̄AiI to the relation in φwhere
I is the set of those indices that actually appear in φ. Since <b̄c̄AiI has
the same colour it follows that also val<TA Ø φ<b̄, c̄A. Consequently,
we have ā �

Uv
b̄.

() Define <UvAv as above. By the preceding proposition, we have
etin=»i.I Uvi 3 »i.I UviB 2 nn�=max

i2n iCniBn . k
Remark. Note that, for the case n � , the proof above implies that
pwd<val<TA, κ0αA 2 iCi.
Proposition ... Let M be a τ-structure.
() Let k 0 �. For every k

0α-partition refinement <UvAv.S of M of
finite partition width, there exists a Υ0

C,τ-term T R k0α denoting M

where C is a set of colours with iCni 2 pwdn<UvAv for n 0 ω.
() If the arity of M is finite and there exists a κ0α-partition refine-

ment <UvAv.S of M such that spwdn<UvAv 0 � for all n, then there is
a ΥC,τ-term T R κ0α denoting M for some set of colours C.

Proof. () Let wn �� pwdn<UvAv . Let T �� S 8 Fw i w leaf of S K be
the tree obtained from S by adding to every leaf of S a new vertex
as successor. We construct a Υ0

C,τ-term with domain T such that, for
every v . S, the subterm Tv �� Fw . T i w [ v K will evaluate to the
substructure MiUv

of M induced by Uv .
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In a first step, each such component Uv will be coloured by a
different set Cv of colours with iCvni 2 wn . To obtain a single set of
colours C we then define injective functions µvn � Cvn � �wn� and
identify colours c . Cun and d . Cvn iff µun<cA � µvn<dA.
Colour each tuple ā R Uv by its external type etp<ā2UvA. If

āi R Uvi , for i 0 k, then the type etp<ā . . . āk�2UvA is uniquely
determined by etp<āi2UviA for i 0 k. Hence, these colourings χv
enable us to express Uv as ordered sum of the Uvi<MiUv

, χvA � Θvé
i0k <MiUvi

, χviA
for a suitable set Θv.
For non-leaves v . S, we define the labelling of T by T<vA �� èΘv .

�en we have Tv � èΘv

i0k Tvi .
For leaves v . S with Uv � FaK we set T<vA �� èΘ and T<vA �� c̄,

i.e., Tv � èΘ c̄, where cn �� etp<an2M � FaKA and
Θ �� F <n, , �n�, cn , cn, SnA i n 0 ω K

with Sn �� FR i an . R K.
It remains to define the functions µvn � Cvn � �wn� such that the

resulting term T �� Tε is well-formed. For v . T, we denote by vβ Z v
the prefix of v of length ivβi � β and, for each type p . Cvn over Uv ,

we denote by pβ its restriction to Uvβ .
For T to be well-formed it is sufficient to define µvn such thatm for each p . Cvn , the sequence <µvβn <pβAAβ0ivi� forms a colour

trace to v ;m the colour traces to v are linearly ordered.

We define µvn by induction on ivi. Let µεn be an arbitrary injective
function Cεn � �wn�. (Note that iCεni �  since there is only one
external type over the empty set.) Suppose that µun is already defined
for all iui 0 α and let ivi � α.
First, consider the case that α � β �  is a successor. Set u �� vβ and

let 0 be the ordering on Cun induced by the function µ
u
n. We order Cvn

in the following way. If pβ 0 p�β, for p, p� . Cvn , then we set p 0 p�
and, if pβ � p�β, then we choose an arbitrary ordering between them.

Finally, let µvn be some injective order preserving functionCvn � �wn�.
It remains to consider limit ordinals α. Let p . Cvn and let c be

the minimal number such that the set F β 0 α i µ
vβ
n <pβA � c K is

unbounded. We set µvn<pA �� c.
With these definitions, <µvβn pβAβ satisfies both conditions on a

colour trace, and we have ensured that all colour traces to some
node v are linearly ordered.
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() In the symmetric case the proof is analogous except that, ac-
cording to the above proposition, we have to use a suitable refinement
of the colouring given by the external types. �is poses no problem
since the number of additional n-ary colours only depends on the ar-
ity of M and spwdi<UvAv , for i 0 ω, so the bound sup F iCvi i i v . S K
remains finite. k
We claimed above that partition width generalises the notion of

clique-width or NLC-width. �is is justified by the following lemma.

Lemma ... Let G � <V, EA be a countable undirected graph of
NLC-width k.

pwd<G, 0ωA 2 k 2 cwdG 2  � pwd<G, 0ωA .
Proof. One direction follows since VR- and NLC-operations can be
expressed by suitable Υ0

C,τ-terms using the same set of colours. For
the other one, fix a Υ0

C,τ-term T denotingGwith n �� iCi colours of
arity . We construct a VR-term using colours �n�.
For w . 0ω, let Tw be the subterm of T with root w and let Uw be

the universe of val<TwA. For every injective mapping φ of the atomic
external -types over Uw realised in Uw into the set �n�, we will
construct a VR-term t

φ
w that denotes val<TwA such that the colouring

of elements a . Uw is the one induced by φ.
If w is a leaf with Uw � FaK then we set

t
φ
w �� φ=etp<a2V � FaKAB .

Otherwise, Tw � Tw �Θ Tw , and we set

t
φ
w �� ρβadd<tψ

w � tψ

wA
where ψ and ψ are mappings with disjoint ranges, β maps the
colours induced by ψ and ψ to the ones required by φ, and add is a
sequence of operations αa,b adding all the necessary edges. k
. T  

Before proceeding we need to collect some basic properties of type
indices. In the following lemmas letM be a fixed relational structure.
Recall that, when speaking of the quantifier rank of monadic

second-order formulae, we consider the variant ofMSOwithout first-
order variables where the atomic formulae are of the formX R Y and
RX̄, where the latter means that there exist some elements ai . Xi
such that ā . R.
�e first lemma summarises some immediate relations between

the various kinds of type indices.
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Lemma ... Let X,U R M and ā, b̄ . Mn.

() Ifm 2 n and Γ R ∆ then timΓ <X2UA 2 tin∆<X2UA and analogously
for the external and monadic case.

() etin<X2UA 2 tin<X2UA 2 iSn<∅Ai � etin<X2UA ,
emtin<X2UA 2 mtin<X2UA 2 iMSn<∅Ai � emtin<X2UA .

() a . . . an� �U b . . . bn� iff FaK . . . Fan�K �U FbK . . . Fbn�K.
() If the arity of M is bounded by r then

etin<X2UA 2 =etir� <X2UABn .
Proof. () ā �∆U b̄ implies āiI �ΓU b̄iI for all sets of indices I.
() ā �U b̄ iff ā �U b̄ and tp<āA � tp<b̄A.
() For singletons Xi � FaiK we have RX̄ iff Rā.
() Let ā, b̄ . Xn such that āiI �U b̄iI for all I R �n� of size iIi 0 r.

If ā pU b̄ then there is some atomic formula φ<x̄; c̄A with c̄ R U such
that

M Ø φ<ā; c̄A �  φ<b̄; c̄A .
Let I R �n� be the set of those indices i such that the variable xi
appears in φ. �en iIi 0 r and āiI pU b̄iI . Contradiction.
Since there are

r�é
i� ?niD 2 é

i0n ?niD � n

subsets of �n� of size less than r the claim follows. k
Frequently, one would like to compute the type index of a boolean

combination of sets from their respective type indices. For arbitrary
structures this is only possible in special cases and even then quite
complicated. In the case of transition systems, the situation is much
simpler since, if all relations are at most binary, we have

ā �U b̄ iff ai �c bi for every i and all c . U.
Lemma ... Let M be a transition system with r binary relations.
Let X, Y, U R M.

() eti<X 8 Y2UA 2 eti<X2UA � eti<Y2UA .
() eti<X 9 Y2X 9 YA 2 eti<X2XA � eti<Y2YA .
() eti<X � Y2X � YA 2 eti<X2XAr eti<Y2YA.
() eti<U2XA 2 r eti


<X2UA.
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Proof. () Immediate.
() Let a, b . X 9 Y . If a �

X
b and a �

Y
b then a �

X8Y b.
() By () we have eti<X 9 Y2X 8 YA 2 eti<X2XAeti<Y2YA. �e

claim follows by ().
() Let m �� eti<X2UA and fix representatives ci, i 0 m, of the

classes in X2�U . By the above remark we have, for a, b . U,
a �X b iff a �ci b for all i 0 m.

�ere are only r different atomic formulae φ<x, yA containing both
variables. �erefore, there are only r possible �ci -classes for each i
and the claim follows. k
Remark. If M is a transition system with r symmetric relations and
s asymmetric ones, then (d) can be improved to

eti<U2XA 2 <r�sAeti<X2UA.
�e general case is much more complicated. For instance, we can

construct a structure M such that pwdn M 3 � , for all n, but there
exists a single element v . M such that pwdn MiM�v �  for all n 0 ω :
Let <Z � Z, EA be the infinite grid, and let v be a new vertex. We

can set M �� <M,RA where
M �� Z � Z 8 FvK

and R �� F <a, b, vA i <a, bA . E K .
Nevertheless, some results can be obtained.

Lemma ... Let X, Y R M and n 0 ω.
() tin∆<X 8 Y2X 8 YA 2 é

i2n ?niDtii∆<X2XA tin�i∆ <Y � X2Y � XA2 n tin∆<X2XA tin∆<Y � X2Y � XA .
�e same holds for etin∆.

() etin<X 8 Y2X 8 YA2 é
n�n�n�nR=etin�n <X2XA, etin�n <Y2YAB .

where R<m, nA �� nR<Am �  .

Proof. () �e second inequality holds by Lemma .. (). To prove
the first one, let i 0 n, ā, ā� . Xi, and b̄, b̄� . <Y�XAn�i . SetU �� X 8 Y .
We claim that

ā �∆
U8b̄� ā� and b̄ �∆U8ā b̄� implies āb̄ �∆U āb̄� �∆U ā�b̄� .
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Suppose for a contradiction that āb̄ pU ā�b̄�.�ere exists some atomic
formula φ<x̄, ȳ; c̄A . ∆ with parameters c̄ R U such that

M Ø φ<ā, b̄; c̄A �  φ<ā�, b̄�; c̄A .
But b̄ �∆U8ā b̄� implies that

M Ø φ<ā, b̄; c̄A � φ<ā, b̄�; c̄A ,
and ā �∆

U8b̄� ā� implies that

M Ø φ<ā, b̄�; c̄A � φ<ā�, b̄�; c̄A .
Contradiction.�e result follows since there are =niB possible ways to
shuffle an i-tuple and an <n � iA-tuple.
()Letn�n�n � nandw �� etin�n <X2XA,w �� etin�n <Y2YA.

It is sufficient to show that there is no sequence <āi c̄ib̄iAi0m of length
m 1 R<w, wAwith āi . <X �YAn , b̄i . <Y �XAn , and c̄i . <X 9YAn
such that

āi c̄ib̄i p
X9Y āk c̄kb̄k for all i, k 0 m.

Suppose that m 1 R<w , wA, i.e., �m⁄w� � <Aw
. �ere is a subset

I R �m� of indices of size iIi 3 m⁄w such that

c̄i b̄i �
Y
c̄kb̄k for all i, k . I .

If we colour pairs Fi, kK R I of indices, i 0 k, by the �
X
-class of āi c̄k ,

then we can find a subsequence I R I of size iIi 3  such that

āi c̄k �
X
āj c̄l for all i, j, k, l . I such that i 0 k and j 0 l.

W.l.o.g. assume that , ,  . I. It follows that
ā c̄b̄ �

X9Y ā c̄b̄ �X9Y ā c̄b̄ �X9Y ā c̄b̄ .
Contradiction. k
Lemma ... LetM be a relational structure,X,U R M. Letm be the
number of relations of arity greater than  and let r be the supremum
of their arities.

etin<U2XA 2 m<n�Aretir� <X2UA .
Proof. Let ā, ā� . Un . We have ā �X ā� iff

M Ø φ<ā, b̄A � φ<ā�, b̄A
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for all b̄ R X and for all atomic formulae φ<x̄, ȳA containing at least
one xi and one yj. Obviously, we only need to consider tuples b̄ of
less than r elements. Also note that, if b̄ �U b̄�, then M Ø φ<ā, b̄A iff
M Ø φ<ā, b̄�A. Hence, it is sufficient to take one representative of each�U -class. Finally, ifφ�<x̄, ȳA is obtained fromφ<x̄, ȳA by a permutation
of ȳ, thenM Ø φ<ā, b̄A iffM Ø φ�<ā, b̄�Awhere b̄� is the corresponding
permutation of b̄. �us, we can ignore the ordering of the variables ȳ.
�e claim follows since there are at mostm<n � Ar atomic formulae
with variables x̄ȳ and the number �U -classes is etir� <X2UA. k
Lemma ... Let X,U R M, c̄ . Mk, and n 0 ω.

tin<X2U 8 c̄A 2 tin�k <X 8 c̄2UA .
Proof. Note that ā lU8c̄ b̄ implies āc̄ lU b̄c̄. k
In the definition of partition width we only considered atomic

formulae. �is is no restriction as the type indices of formulae of
higher quantifier rank are bounded by the quantifier-free ones.

Lemma ... Let M be a structure, X R M, and n, k 0 ω.
() etink<X2XA 2 �k<etin�k <X2XAA.
() tink<X2XA 2 �k<tin�k <X2XAA.
() mtink<X2XA 2 �k<mtin�k <X2XAA.
() emtink<X2XA 2 �k<emtin�k <X2XAA.

Proof. Since the proofs are very similarwe only show a strong version
of (). Let ∆<kA be the fragment of infinitary monadic second-order
logic consisting of all formulae of quantifier rank at most k. We prove

that mtin∆<k�A<X2XA 2 mtin�∆<kA<X2XA.
For Ā, Ā� . ð<XAn we have

Ā �∆<k�A
X

Ā� iff for all B there is some B� with ĀB �∆<kA
X

Ā�B�
and vice versa .

Since ĀB �∆<kA
X

Ā�B� iff Ā<B9XA �∆<kA
X

Ā�<B� 9XA and B�X � B� �X,
we only need to consider sets B R X. Defining

e<ĀA �� G �ĀB� . ð<XAn�2�∆<kA
X

j B R X L
we obtain Ā �∆<k�A

X
Ā� iff e<ĀA � e<Ā�A. It follows that

mtin∆<k�A<X2XA � jð<XAn 3 �∆<k�A
X

j2 jð=ð<XAn� 3 �∆<kA
X

Bj � mtin�∆<kA<X2XA . k
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�enext result shows that having finite partition width is a finitary
condition. �is is the reason for the various compactness properties
of Section ..

Lemma ... Let X,U R M, ∆ R FO, and n 0 ω.
() Let ā, b̄ R M. If ā l∆U b̄ then there is a finite subset U R U and

a single formula φ . ∆ such that ā lφU
b̄.�e same holds for �∆U .

() If tin∆<X2UA is finite then there are finite subsets U R U and
∆ R ∆ such that Xn2�∆U � Xn2�∆

U
. �e same holds for etin∆

and �∆U .
() If etin∆<X2UA is finite then

etin∆<X2UA � sup F etin∆
<X2UA i ∆ R ∆ finite K .

() If tin∆<X2UA is finite then the relation �∆U is B<∆A-definable on
Xn . (B<∆A is the boolean closure of ∆.)

Proof. () If ā l∆U b̄ then there is some formulaφ<x̄, c̄A . ∆with c̄ R U
such thatM Ø φ<ā, c̄A �  φ<b̄, c̄A. SettingU �� c̄we obtain ā lφU

b̄.
() According to () there are finite setsU�ā��b̄� and formulaeφ�ā��b̄�,

for each pair of distinct classes �ā�, �b̄� . Xn2�∆U , such that ā lφ�ā��b̄�
U�ā��b̄� b̄.

Setting U �� º�ā�h�b̄� U�ā��b̄� and ∆ �� Fφ�ā��b̄� i �ā� h �b̄� K we
obtain

ā �∆U b̄ iff ā �∆

U
b̄ for all ā, b̄ . Xn .

() immediately follows from ().
() For each pair �ā�, �b̄� . Xn2�∆U of distinct classes we fix a ∆-

formula φ�ā��b̄�<x̄, ȳA and parameters c̄�ā��b̄� such that

M Ø φ�ā��b̄�<ā, c̄�ā��b̄�A �  φ�ā��b̄�<b̄, c̄�ā��b̄�A .
�en we have ā �∆U ā� iff

M Ø ¡�b̄�h�b̄��=φ�b̄��b̄��<ā, c�b̄��b̄��A � φ�b̄��b̄��<ā�, c�b̄��b̄��AB . k
Lemma ... Let w̄ . ωω. Let <XvAv.I be an increasing chain of setsXv
(i.e., u 2 v implies Xu R Xv) indexed by an arbitrary linear order <I, 2A
such that etin<Xv2XvA 2 wn for all n 0 ω.

etin=»
v.I Xv 3 »

v.I XvB 2 wn and etin=¹
v.I Xv 3 ¹

v.I XvB 2 wn .
Proof. For the first claim, letW �� ºv.I Xv. Suppose there are wn � 
tuples āi . Wn, i 2 wn, such that āi pW āk for i h k. �ere exists
some v . I with āi R Xv for all i 2 wn. Hence,

etin<Xv2XvA 3 etin<Xv2WA 3 wn �  .
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Contradiction.
To prove the second bound, set W �� ¸v.I Xv. Suppose there are

wn �  tuples āi . Wn, i 2 wn , such that āi pW āk for i h k. By the

preceding lemma, there exist finite sets Uik R W, i h k, such that
āi pUik

āk for i h k. Since U �� ºihk Uik is finite there is some v . I
with U R Xv. As āi R Xv for all i 2 wn it follows that

etin<Xv2XvA 3 etin<Xv2UA 3 wn �  .

Contradiction. k
. MSO-

In this sectionwe investigate the effect theMSO-functors of Section .
have on partition width. First, note that adding unary predicates P̄
to a structure does not change the partition width since etp∆<ā2UA
does not contain formulae of the form Pxi, and emtp∆<Ā2UA no
formulae PXi.

Lemma ... Let X,U R M. etin∆<X2UA and emtin∆<X2UA do not
change if we add arbitrarily many unary predicates to M.

Corollary ... If M is a structure and P̄ a sequence of unary predi-
cates then pwdn<M, κ2αA � pwdn<<M, P̄A, κ2αA.
We have already seen that every structure denoted by a ΥC,τ-term

and, hence, every structure of finite partitionwidth canbe interpreted
in some tree. To prove the converse we need to compare the type
indices of one structures interpretable in another one.

Lemma ... Let I � M 2MSOk
N. For all Ā, B̄ R ð<NA, U R N, and

n 0 ω, we have
Ā �n�kU B̄ implies I<ĀA �nI<UA I<B̄A .

Proof. Suppose I<ĀA lnI<UA I<B̄A. �ere exists an MSOn-formula

φ<x̄, C̄A with parameters C̄ R ð<I<UAA such that

M Ø φ<I<ĀA, C̄A ,  φ<I<B̄A, C̄A .
Choose D̄ R ð<UA such that C̄ � I<D̄A. �en

N Ø φI<Ā, D̄A ,  φI<B̄, D̄A .
Since φI . MSOn�k we have Ā ln�kU B̄. k
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Corollary ... Let M and N be structures of finite signature andI � M 2MSOk
N. If mpwdn<N, κ0αA is finite for all n 0 ω then so is

mpwdn<M, κ0αA. �e same holds for smpwdn<N, κ0αA.
Proof. Let <UvAv be a partition refinement of N of finite width. �e
preceding lemma implies, together with Lemmas .. () and ..,
that thepartition refinement <I<UvAAv ofM alsohasfinitewidth. k
Wearenowready to give a characterisationof the class of structures

of finite partition width in terms of interpretations in trees. One
direction was already presented in Proposition ...�e other one is
a direct consequence of Lemma .. and the preceding corollary.

Proposition ... If M 2MSOk
<κ0α, Z, P̄A for finitely many unary

predicates P̄ and some k 0 ω, then smpwdn<M, κ0αA is finite for all
n 0 ω.
�e following theorem summarises the various characterisations

we have obtained so far.

�eorem ... Let M be a structure of finite signature.

(a) For each tree κ0α the following statements are equivalent:

() spwdn<M, κ0αA is finite for all n 0 ω.
() smpwdn<M, κ0αA is finite for all n 0 ω.
() M � val<TA for some ΥC,τ-term T R κ0α.
() M 2MSOn

<κ0α, Z, P̄A for finitely many unary predicates P̄
and some n 0 ω.

(b) If κ 0 � is finite then the following statements are equivalent to
those above:

() pwdn<M, κ0αA is finite for all n 0 ω.
() mpwdn<M, κ0αA is finite for all n 0 ω.
() M � val<TA for some Υ0

C,τ-term T R κ0α.
() M 2MSOn

<κ0α, Z, <suciAi0κ, P̄A for finitely many unary
predicates P̄ and some n 0 ω.

Proof. <A � <A Since the arity of M is bounded Lemma .. ()
implies that there exists a partition refinement <UvAv of M such that
spwdn<UvAv is finite for all n 0 ω. Consequently, the claim follows
from Proposition ...<A � <A � <A follows by Propositions .. and ...<A � <A spwdn<M, κ0αA 2 smpwdn<M, κ0αA.
Analogously, <A � <A � <A � <A follows from, respec-

tively, Propositions .., .., and .., together with the fact that
pwdn<M, κ0αA 2 spwdn<M, κ0αA.<A � <A is trivial.
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<A � <A also follows from pwdn<M, κ0αA 2 spwdn<M, κ0αA.<A � <A follows from Lemma ... k
We conclude this section by considering iterations and generalised

sums. It turns out that the partitionwidth increases only slightlywhen
we take the iteration of a structure.

Proposition ... For every structure M we have

pwdn M� 2 n pwdn M .

Proof. Let <UvAv.T be a 0ω-partition refinement of M of width
wn �� pwdn<UvAv . Let T R T be the set of leaves. We construct a
partition refinement <VvAv.S of M� by recursively attaching copies
of the refinement <UvAv to each of its leaves. Formally, we define

S �� T 8 <TA0ωT< 8 TA ,
that is, a vertex v . T is either of the form v � vv . . . vn�vn or
v � vv . . . vn� where v, . . . , vn� . T and vn . T. We let

Vv ...vn�vn �� F a . . . an�anw i ai . Uvi , w . M0ω K ,
Vv ...vn� �� F a . . . an� i ai . Uvi K .

Note that the element ai is unique, for i 0 n, sinceUvi � FaiK is a leaf.
It remains to compute a bound on etin<Vv2VvA.
For vertices v � v . . . vn� we have iVvi �  and etin<Vv2VvA � .

Otherwise, v is of the form v . . . vn and Vv � wUvnM
0ω whereFwK � Uv � � � � � Uvn� . Let

X �� wUvn , X� �� w<M � UvnA ,
Y �� wUvnM

�, Z �� M0ω � wM0ω.
�en Vv � X < Y and Vv � X� 8 Z. For ā, ā� . Xm and b̄, b̄� . Yn we
have

āb̄ �X�8Z ā�b̄� iff ā �X� ā� .
Considering the various ways an n-tuple can be distributed over
X and Y it follows that

etin<X 8 Y2X� 8 ZA 2 é
k2n ?nkDetik<X2X�A2 netin<X2X�A 2 nwn . k

Lemma ... Let I and Mi, i . I, be structures and w̄, w̄ . ωω. If
pwdn I 2 w

n and pwdn Mi 2 w
n , for n 0 ω, then the partition width

of the generalised sum is

pwdn »
i.I Mi 2 max Fw

n, n
nw

n<KnAnK ,
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whereKn is themaximal number of atomicm-types realised in someMi ,
form 2 n.
Proof. Let N �� ºi.I Mi and fix partition refinements <UuAu.S of I

and <V i
vAv.T i of Mi.

Let S R S be the set of leaves of S and h � I � S the mapping such
that Uh<iA � FiK. Define

F �� S 8 F h<iAv i i . I, v . T i K ,
Ww �� bhhfhhdºi.Uw

Mi if w . S ,
V i
v if w � h<iAv .

We claim that <WwAw.F is a partition refinement of N of width

pwdn<WwAw 2 max Fnn<KnAn pwdn<UuAu, pwdn<VvAvK .
For w � h<iAv, we have

etin<Wh<iAv2N �Wh<iAvA � etin<V i
v2N � V i

vA� etin<V i
v2Mi � V i

vA 2 wn .
�e case w . S is more involved. Let g � N � I be the function

defined by a . Mg<aA for a . N. We claim that ā �N�Ww
b̄, for

ā, b̄ .Wn
w, if the following conditions are satisfied:

() � induces the same partition J<� � �<Js of the indices of ā and b̄.
() g<āA �I�Uw

g<b̄A .
() tp<āiJkA � tp<b̄iJkA for all k 2 s.

�en it follows that

etin<Wu2N �WuA 2 nn � w
n � <KnAn .

We have ā �N�Ww
b̄ iff N Ø φ<ā; c̄A � φ<b̄; c̄A for all atomic

formulae φ<x̄; ȳA and all parameters c̄ R N �Ww.
Consider the possible relations occurring in φ. If φ � z̄ � z̄�, for

z̄, z̄� R x̄ 8 ȳ, then this condition holds by (). If φ � R z̄, then it
follows from () and, if φ � R z̄, then it holds by (). k
. P   

Baldwin and Shelah argue in [] that monadic second-order theories
inwhich a pairing function can be defined are hopelessly complicated
and then proceed to classify the other ones. �ey show that the
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models of every stable theory without definable pairing function can
be decomposed in a tree-like fashion and that these theories can
be interpreted in the theory of a suitable class of trees. Extended
to include unstable theories a finitary version of their results would
answer the conjecture of Seese cited in the preface.
Note that, by (the proof of) �eorem .., a corresponding result

for guarded second-order logic does hold. If the tree width of a
structureM is infinite, then arbitrarily large grids are GSO-definable
in M and, consequently, the GSO-theory of M is undecidable.
It is quite easy to show that the existence of a pairing function

implies an infinite partition width while a proof of the converse
seems to be quite involved requiring an adaptation of the Excluded
Grid �eorem of Robertson and Seymour []. So far, only partial
results have been obtained.

Definition ... A structureM admitsMSO-coding if there exists an admitting MSO-coding

MSO-formula φ<x, y, z; X̄A such that, for each natural number n 0 ω,
there are setsA, B, C R M of size iAi � iBi � n such that, for suitable
monadic parameters P̄, φ<x, y, z; P̄A defines a bijection A � B � C.
We say that M admits strong MSO-coding if there are infinite sets admitting strong MSO-coding

A, B, and C and anMSO-formula φ as above.

Lemma ... Let M be a structure and n 0 � . �e following state-
ments are equivalent:

() �ere exists anMSO-formula χ<x, y, zAwithmonadic parameters
that defines a bijection A � B � C for sets of size iAi � iBi � n.

() �ere exists an MSO-formula ϑ<x, yA with monadic parameters
that defines an n � n grid.

() �ere exist MSO-formulae φ<x, yA and ψ<x, yA each of which
defines an equivalence relation with n classes such that every
class of the first one intersects each class of the other one.

Proof. <A � <A Let f � A � B � C be the given bijection. We can
define two equivalence relations on C by setting

φ<x, yA �� �u�v�z< f <u, zA � x , f <v, zA � yA ,
and ψ<x, yA �� �u�v�z< f <z, uA � x , f <z, vA � yA .<A � <A Fix n 0 � and C � n � n as above. Let A �� n � FK R C
and B �� FK � n R C. We claim that the function f � A � B � C
defined by f <<i, A, <, kAA �� <i, kA isMSO-definable.
With the help of the parameters

Hm �� F <i, kA i i � m <mod A K R C
and Vm �� F <i, kA i k � m <mod A K R C ,
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form 0 , we can define the successor relations

S �� F <<i, kA, <i � , kAA i i 0 n � , k 0 n K
and S �� F <<i, kA, <i, k � AA i i 0 n, k 0 n �  K .
�en the desired coding function can be defined by

f <x, yA � z iff <x, zA . <SA� and <y, zA . <SA� .<A � <A Let � and � be the two equivalences. Fix elements
aik , i, k 0 n, such that

aik � aml iff i � m and aik � aml iff k � l .
With the help of the parameters

P �� F aii i i 0 n K and Q �� F ai<i�A i i �  0 n K ,
we define the relations

S �� F <aik, a<i�AkA i i, k 0 n K ,
S �� F <aik, ai<k�AA i i, k 0 n K ,

by setting

Sxy �� x � y , �u�v<Qu , Pv , x � u , y � v , u � vA ,
and Sxy �� x � y , �u�v<Pu , Qv , x � u , y � v , u � vA . k
Remark. Note that the translation in the preceding lemma is uniform,
that is, given χ<x, y, z; Z̄A we can construct a formula ϑ<x, y; Z̄A such
that, whenever P̄ are parameters such that χ<x, y, z; P̄A defines a bijec-
tion A � B � C with iAi � iBi � n, then we can find parameters Q̄
such that ϑ<x, y; Q̄A defines an n � n grid. Analogous statements hold
for the other directions.

It follows that structures admitting MSO-coding are complicated.
In particular, theirMSO-theory is undecidable.

�eorem ... If M is a structure that admits MSO-coding then the
MSO-theory of M is undecidable.

Proof. IfM admitsMSO-coding then there exists a formula ϑ<x, y; Z̄A
that, for suitable choice of the parameters Z̄, defines arbitrarily large
grids.�eundecidability follows since these grids can be used to code
domino problems. k
We also give a characterisations ofMSO-coding in terms of pairing

functions.
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Lemma ... IfM admits strongMSO-coding then there is an infinite
setA R M andanMSO-formulaφ<x, y, z; P̄Adefining apairing function
on A for some unary predicates P̄ R ð<MA.
Proof. Let f � A � B � C be an MSO-definable bijection. Note that
every function g � A � B is MSO-definable with the help of the
parameter

P �� F f <a, g<aAA i a . A K R C
since g<xA � y iff f <x, yA . P. By fixing a bijection g � A � Bwe obtain
aMSO-definable bijection h � A � A � C by setting

h<x, yA �� f <x, g<yAA .
Finally, every pairing function k � A � A � A can be defined by

k<x, yA �� z : iff h<x, zA . P and h<y, zA . P
where

P �� F h<x, k<x, yAA i x, y . A K
and P �� F h<y, k<x, yAA i x, y . A K . k
Lemma .. (Baldwin and Shelah []). Suppose that, for every n 0 ω,
there exist an element c . M, two sequences <aiAi0n and <biAi0n, and a
formula φ<x, y, zA . FO such thatm tp<aibkA � tp<abA for all i, k 0 n,m M Ø φ<ai , bk, cA iff i � k � .

�en there exists an elementary extensionN [ Mwhich admits strong
FO-coding.

Proof. We can choose a suitable elementary extension that contains
infinite sequences <aiAi0ω and <biAi0ω with the above properties and
such that, for all i, k 0 ω, there is an elementary map αik which
interchanges a and ai, b and bk, and fixes all the other elements
aj and bl. �en,

M Ø φ<aj , bl, αik<cAA iff j � i and l � k .
�at is, φ defines a coding of ā � b̄ into C �� F αik<cA i i, k 0 ω K. k
We conjecture that the property of admittingMSO-coding is equiv-

alent to an infinite partition width.

Conjecture. A structure M with finite signature has finite partition
width if and only if it does not admitMSO-coding.
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Note that this conjecture fails if we allow infinite signatures. Let
M � <ω � ω, <EnAn0ωA where

En �� G <(i, k-, (j, l-A j ii � ji � ik � li � , i, j, k, l 0 n L .
�en, pwd M � � . On the other hand, the MSO-theory of M is
decidable since each formula contains only finitely many relation
symbols and every finite reduct of M is the disjoint union of a finite
structure and an infinite set.
Since all structures admitting MSO-coding have an undecidable

MSO-theory a proof of this conjecture would settle the conjecture of
Seese that every class of finite graphs with decidableMSO-theory has
finite cliquewidth.�e following lemmadealswith the easydirection.
We call a function f � A � B � C cancellative if f <a, bA � f <a�, bAcancellative

implies a � a� and f <a, bA � f <a, b�A implies b � b�.
Proposition ... Let M be a τ-structure. If there are unary predi-
cates P̄ and anMSOk-formula φ<x, y, z; P̄A defining a cancellative func-
tion f � A � B � C then iAi 2 K or iBi 2 K where

K ��  � �k<Nk� mpwdk� MA and Nk �� iMSk<∅Ai
where MSk is taken with respect to the signature τ 8 P̄.
Proof. Let f � A � B � C be the given function. Fix a partition
refinement <UvAv.T of M such that mpwdk�<UvAv is minimal and
define

wn �� sup Fmtink<Uv2UvA i v . T K .
By Lemmas .. () and .. we have

w 2 �k<N�k mpwd�k MA � K ⁄ .

Suppose, for a contradiction, thatm �� iAi � iBi 1 w.
We claim that there exists some vertex v . T such that


m 2 iUv 9 Ai 2 

m and iB � Uvi 1 w ,

or 
m 2 iUv 9 Bi 2 

m and iA � Uvi 1 w .

Let v be some vertex with 
m 2 iUv 9 Bi 2 

m. If iA � Uvi 2 w

then there exists some v [ v such that


m 2 iUv 9 Ai 2 

m

and iB � Uvi 3 iB � Uvi 3 m⁄ 1 w .

�us, by symmetry we may assume that there exists some v . T
satisfying the first condition.
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�ere are at most w elements b . B � Uv such that f <a, bA � c
for some a . Uv 9 A, c . Uv 9 C. Otherwise, there would be tuples
f <a, bA � c and f <a�, b�A � c� with b h b� and FaKFcK �k

Uu
Fa�KFc�K.

�en, f <a�, b�A � c� would imply

f <a, b�A � c � f <a, bA ,
and by cancellation, we would have b � b� in contradiction to our
assumption.
Since iB � Uvi 1 w it follows that there exists some b . B � Uv

such that f <a, bA . Uv for all a . Uv 9 A.
Furthermore, since iUv 9 Ai 3 m⁄ 1 w there are two different

elements a, a� . Uv 9A such that a �k
Uv
a�. �is implies f <a, bA � c iff

f <a�, bA � c for all c . Uv . Contradiction. k
Corollary ... If M admits MSO-coding then pwdn M 3 � for
some n.

Corollary ... A group has finite partition width if and only if it is
finite.

In Section . wewill see that the Cayley graph of a group has finite
partition width if and only if the group is virtually free.

. C  

Aßer having defined the partition width of a structure we can begin
to develop a model theory for structures of finite partition width. In
the present section we consider the first-order theory of a structure
of finite partition width. In particular, we prove that elementary
extensions preserve finiteness of partition width and we present a
compactness theorem for structures of finite partition width. We
start by considering substructures.

Definition ... Let <UvAv.T be a partition refinement of M and
C R M. �e restriction of <UvAv to C is the partition refinement restriction<UvAviC<UvAviC �� <Uv 9 CAv.T

where T �� F v . T i Uv 9 C h ∅ K.
Lemma ... If <UvAv is a partition refinement ofM andC R M then

pwdn<UvAviC 2 pwdn<UvAv for all n 0 ω.
Corollary ... If M R N then pwdn<M, κ0αA 2 pwdn<N, κ0αA for
all n 0 ω.
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In order to compute the partition width of structures constructed
by model theoretic means we need to code partition refinements by
relations.

Definition ... (a) Let <UvAv.T be a family of setsUv R M indexed
by a partial order <T, ZA. A pair <U, JA of relations U R M�n andJ R Mn code <UvAv.T if there exists an isomorphism<U, JA codes <UvAv

f � <D, JA � <T, ZA ,
where D �� F ā . Mn i ā J ā K, such that

U �� F <a, b̄A . M � D i a . Uf <b̄A K ,
and ā J b̄ implies ā, b̄ . D .
(b) We call a partition refinement <UvAv.T of M reduced if allreduced

non-leaves of T have at least two immediate successors. If <UvAv.T is
reduced we can define a canonical coding of <UvAv in the followingcanonical coding

way. For each v . T choose leaves u, u . T with v � u A u and set
h<vA �� <a , aA where Uui � FaiK, i 0 . Let D �� rng h. We define

ā J b̄ : iff ā, b̄ . D and h�<āA Z h�<b̄A ,
U �� F <c, āA i ā . D, c . Uh�<āA K .

Remark. Note that not every partition refinement <UvAv.T of a struc-
ture M can be coded, since we might have iTi 1 iMni for all n 0 ω.
But we can always obtain a codable partition refinement by removing
some vertices v . T with exactly one immediate successor. �e same
holds for non-standard partition refinements which will be defined
below.

�e fact that a relation U codes some partition refinement can be
expressed in first-order logic, with the sole exception that it is not
possible to state that the components are arranged in a tree.�erefore,
we consider partition refinements indexed by non-standard trees.

Definition ... Let Tκtree be the theory of all trees <S, ZA whereTκtree
S R κ0ω is prefix-closed.

Definition ... A non-standard κ0ω-partition refinement of a struc-non-standard partition refinement

ture M is a family <UvAv.T of subsets Uv R M indexed by a model T
of Tκtree satisfying the following conditions:

() For all a . M there exists some v . T with Uv � FaK.
() If u Z v, for u, v . T, then Uu S Uv .

() If u, v . T are incomparable then Uu 9 Uv � ∅.
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Note that we do not require the Uv to be nonempty.
�e widths pwdn<UvAv and spwdn<UvAv of <UvAv are defined in

the same way as for standard partition refinements.
For a structureMwedefine thenon-standard [symmetric]partition non-standard partition width

pwdnsn M, spwdnsn Mwidth pwdnsn M [spwdnsn M] of M as the minimal partition width of
a non-standard 0ω-[�0ω -]partition refinement of M.

Lemma ... If <UvAv.T is a non-standard κ0ω-partition refinement
of M and C R M then <Uv 9 CAv.T is a non-standard κ0ω-partition
refinement of MiC of width

pwdn<Uv 9 CAv.T 2 pwdn<UvAv for all n 0 ω.
Proof. �e index structure of <Uv 9 CAv.T is T Ø Tκtree . It remains to
check conditions ()–().

() If a . C R M then there is some v . T with Uv � FaK. Hence,
Uv 9 C � FaK.

() If u Z v then Uu S Uv which implies Uu 9 C S Uv 9 C.
() If u and v are incomparable then Uu 9 Uv � ∅ which implies<Uu 9 CA 9 <Uv 9 CA � ∅.

Hence, <Uv 9 CAv.T is a non-standard partition refinement of MiC .
�e second claim is immediate. k
Corollary ... IfM R N then pwdnsn <M, κ0αA 2 pwdnsn <N, κ0αA for
all n 0 ω.
Lemma ... Let M be a τ-structure and <U, JA a pair of additional
relation symbols. For each κ 2 � , there exists an FO-theory Tκpr such Tκpr
that <M, U, JA Ø Tκpr if and only if <U, JA codes a non-standard κ0ω-
partition refinement of M.

Proof. Let Ψ be the theory obtained from Tκtree by replacing every
occurrence of Z by J and relativising every formula to the set D ��F ā i ā J ā K. Further, let Φ consist of the following formulae which
express the properties of a non-standard partition refinement:�x�ȳ�z<Uzȳ � z � xA�ȳ�z̄<ȳ J z̄ � �x<Uxz̄ � UxȳAA�ȳ�z̄<ȳ ² z̄ , z̄ ² ȳ �  �x<Uxȳ , Uxz̄AA�x̄�ȳ<x̄ J ȳ � x̄ J x̄ , ȳ J ȳA�x�y<Uxȳ � ȳ J ȳA
Let Tκpr �� Φ 8 Ψ . We claim that <M, U, JA Ø Tκpr iff <U, JA codes a

non-standard κ0ω-partition refinement of M.
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<
A is obvious. For <�A, suppose that <M, U, JA Ø Tκpr . We define

T �� F ā . Mn i ā J ā K ,
and Uā �� F b . M i <b, āA . U K , for ā . T .
�en <T, JA Ø Tκtree , ā J b̄ implies ā, b̄ . D, and <UāAā.T forms the
desired non-standard κ0ω-partition refinement coded by <U, JA. k
Lemma ... LetM be a τ-structure and <U, JA a pair of additional
relation symbols.
() For every sequence w̄ . ωω there is a set of sentences Π

w̄ R FOΠ
w̄

such that <M, U, JA Ø Π
w̄ if and only if <U, JA codes a non-standard

0ω-partition refinement <UvAv of M with pwdn<UvAv 2 wn for all
n 0 ω.
() For every sequence w̄ . ωω there is a set of sentences Πω

w̄ R FOΠω
w̄

such that <M, U, JA Ø Πω
w̄ if and only if <U, JA codes a non-standard�0ω -partition refinement <UvAv of M with spwdn<UvAv 2 wn for all

n 0 ω.
Proof. () Since <M, U, JA Ø T

pr iff <U, JA codes a non-standard 0ω-
partition refinement of M, it remains to express that the partition
width is bounded.

According to Lemma .. () it is sufficient to do so for all finite
subsets τ R τ. We construct formulae φτn,m expressing that the n-ary
partition width of the τ-reduct is at mostm. �en we can set

Π
w̄ �� T

pr 8 Fφτn,wn
i n 0 ω, τ R τ finite K .

Let r be the maximal arity of relations in τ. For ā, b̄ . X, we have
ā �

X
b̄ iff ā �c̄ b̄ for all c̄ . Xr

.

Consequently, we can express that x̄ �
X
ȳ by the formula

ψ<x̄, ȳ;XA �� <�z̄.¡
i0r  XziB�etpτ<x̄2z̄A � etpτ<ȳ2z̄A�

where z̄ is an r-tuple. Finally, we set

φτn,m �� =�ȳ.ȳ J ȳB=�x̄ . . . x̄m� . ¡
i0n,j0mUxji ȳB=�x̄�.¡

i0nUx�i ȳB £j0m ψ<x̄�, x̄j;U_ȳA
where the x̄j, x̄�, and ȳ are n-tuples, andU_ȳ indicates that every atom
Xz in ψ should be replaced by Uzȳ.
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() As above we construct formulae φτn,m expressing that the n-ary
symmetric partition width of the τ-reduct is at mostm, and set

Πω
w̄ �� T�

pr 8 Fφτn,wn
i n 0 ω, τ R τ finite K .

Let r be the maximal arity of relations in τ. �e formula

η<ȳ , ȳA �� ȳ H ȳ ,  �z̄<ȳ H z̄ H ȳA
defines the successor relation of the partial order J. For tuples
x̄, . . . , x̄m contained in U_ȳ the formula

ϑ<z; ȳ, x̄, . . . , x̄mA �� �ȳ�>=η<ȳ, ȳ�A , Uzȳ�B �  ¡
i0n,j2mUxji ȳ�C

states that the element z is no member of any component U_ȳ�
containing some of the x̄j.
We have to express that there is no sequence ā , . . . , ām ofm �  tu-

ples of pairwise distinct types over all components that donot contain
any of the āi. �is can be done by defining

φτn,m �� �ȳ =�x̄. . . x̄m. ¡
i0n,j0mUxji ȳB¡

jhk=�z̄.¡i0r ϑ<zi; ȳ, x̄, . . . , x̄mAB�etp<x̄j2z̄A h etp<x̄k2z̄A� . k
Having established our main tool we first apply it to show that

the non-standard partition width of a structure is determined by
the non-standard partition widths of its finite substructures. �is
generalises the analogous result for the clique width of countable
graphs by Courcelle [].

Proposition ... Let M be a relational structure and w̄ . ωω.
() pwdnsn M 2 wn, for alln 0 ω, if and only if all finite substructures

of M have a non-standard 0ω-partition refinement of width at
most w̄.

() spwdnsn M 2 wn , for all n 0 ω, if and only if all finite substruc-
tures of M have a non-standard �0ω -partition refinement of
width at most w̄.

Proof. One direction immediately follows from Corollary ... For
the other one, set Φ �� ∆ 8 Π where ∆ is the atomic diagram of M

and Π is either Π
w̄ or Πω

w̄ .
If Φ has a model <N, U, JA then there is a non-standard partition

refinement <UvAv ofN of width w̄.�e restriction <Uv 9MAv of <UvAv
toM yields the desired refinement of M.
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To prove that Φ is consistent let Φ R Φ be finite. �en there is
a finite set A R M such that Φ R ∆ 8 Π where ∆ is the atomic
diagramofMiA. Let <UvAv be a reduced partition refinement ofMiA
of width w̄, and let <U, JA be relations coding it. �en <MiA, U, JA Ø
Φ . k
Of course, we are interested in a standard partition refinement.

Unfortunately, the width of a non-standard partition refinementmay
increase when we transform it into a standard one.

Example (Courcelle []). Let G be the graph with universe V ���� � ω and edge relation

E �� F <(b, k-, (, n-A i k 0 n, b 0  K .
�en pwd G � pwdns G � pwdns G �  for every finite induced
subgraph G R G but pwd G � .
To compute pwd G and pwdns G it is sufficient to consider the

case that G � Gi����n�. A partition refinement of width  is given
by <UvAv.T where T �� 0n0 and

Uk �� �� � �n � k� ,
Uk �� F(, n � k � -K ,
Uk �� �� � �n � k � � 8 F(, n � k � -K ,
Uk �� F(, n � k � -K .

For pwdns G we use as index structure the tree T of all sequences
w � I � ��where I is a prefix ofω�ζ.�enwe can define analogously

Un �� �� � ω , for n 0 ω ,
Uω�ω��k �� �� � �k� ,
Uω�ω��k �� F(, k � -K ,
Uω�ω��k �� �� � �k � � 8 F(, k � -K ,
Uω�ω��k �� F(, k � -K ,

and Uv �� ∅ , for all other indices v .

Suppose that there exists a partition refinement <UvAv of G of
width . By symmetry, we may assume thatU 9 �b� �ω is infinite for
some b 0 .
If (b, n- . U and k 1 n then ( � b, k- � U since there exists some

n� 1 k with (b, n�- . U and (b, n- p(�b,k- (b, n�-. Similarly, (b, k- � U

for k 1 n since (b, n- p(b,k- (b, n�- for all n� 1 k. Hence,U R �� � �m�
for somem 0 ω.
Fix someelement (c, k- . U .�ereare elements (, n-, (, n- . U

with n , n 1 k. But (, n- p(c,k- (, n- contradicts our assumption

that eti<U2UA � .
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Proposition ... Let M be a structure with m relations of arity
greater than  and let r be the maximum of their arities.

() If <UvAv is a non-standard 0ω-partition refinement <UvAv ofM
of width wn �� pwdn<UvAv then
pwdn M 2 m<n�Arwr�mrrwr��r�

.

() If <UvAv is a non-standard �0ω -partition refinement <UvAv ofM
of width wn �� pwdn<UvAv then
spwdn M 2 m<n�Arwr�mrrwr��r�

.

() If M is a transition system then we can improve the bounds to�s�pwd M 2 w
mw , and for undirected graphs G � <V, EA we

have �s�pwd G 2 w
w .

Proof. Since both cases are similar we only prove (). Let <UvAv.T be
a non-standard 0ω-partition refinement of M. By induction on α,
we definem a strictly decreasing sequence Tα R T of subsets of T ;m an increasing sequence of trees Sα ; andm a partial partition refinement <VvAv.Sα
such that u . Tα and u Z v imply v . Tα and we can partition Tα into

sets T
β
α satisfying the following conditions:m u, v . Tα belong to the same component T

β
α iff u A v . Tα .m For every maximal path C R Sα such thatW �� ¸v.C Vv con-

tains at least  elements, there exists some βwithºv.Tβ
α
Uv �W

and, vice versa, for every component T
β
α there exists such a

chain C R Sα.
Intuitively, Sα is the part of T we have already converted and Tα is
the part that still has to be transformed into a standard refinement.
Let S be the standard part of T, set T �� T � S, and let Vv �� Uv

for v . S. If α is a limit we set Sα �� ºβ0α Sβ and Tα �� ¸β0α Tβ.
Suppose that α � β � . Fix a maximal chain C R Sβ such that

W �� ¸v.C Vv contains at least  elements. If such a chain does
not exist then <VvAv.Sβ is already a partition refinement of M (aßer
adding some singletons as leaves if necessary) and we are done.
If there is some v . Tβ such thatUv �W then let T� consists of all

u . Tβ with v Z u. We add the standard part of T� to Sβ above C and
remove fromTβ this part and all other elements vwith vAv . Tβ (the
elements below v). Set Vu �� Uu for the new elements u . Sβ� � Sβ.
If such a vertex v does not exist, let T� R Tβ be the set of all

v . Tβ such that Uv R W. �en, by assumption, ºv.T� Uv � W. Fix
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a maximal chain I R T�. Note that, for every v . T� and all u . I
we have u A v . I. Since I is a linear order there exists a partition
refinement <HvAv.F of <I, ZA of width  where each component is
some intervalHv R I. We add the tree F to Sβ above C, define

Vv �� »
w.Hv

Uw �» FUw i w . I, w 1 u for all u . Hv K ,
for v . F, and set Tβ� �� Tβ � I.
Since Tα Q Tβ for α 0 β, the construction must stop aßer at mostiTi� steps with some partition refinement <VvAv.S .
�e components Vv are of the form X or X � Y where X and Y are

either components Uw , for some w . T, or of the form ºw.C Uw , for
some chain C R T. By Lemma .., we have etin<X2XA 2 wn in both
cases. It follows, by Lemmas .. and .., that

etin<Y 8 X2X � YA 2 netin<Y2YAm<n�Ar etir� <X2XA2 nwn
m<n�Arwr� ,

wherem is the number of relations of arity greater than , and r is the
maximum of their arities. �erefore,

etin<X � Y2Y 8 XA 2 m<n�Arwr�mrrwr��r�
.

If M is a transition system then Lemma .. implies that

eti<X � Y2Y 8 XA 2 eti<Uw2UwAeti<Uu2UuA2 w
mw . k

Corollary ... () If there exists a sequence w̄ . ωω such that
pwdn A 2 wn, n 0 ω, for every finite substructure A R M then
pwdn M 2 � for n 0 ω.
() If there exists a sequence w̄ . ωω such that spwdn A 2 wn, n 0 ω,

for every finite substructure A R M then spwdn M 2 � for n 0 ω.
A direct consequence of Proposition .. is the fact that having a

finite partition width is a property of first-order theories.

�eorem ... If M is of finite non-standard partition width and
M �FO N then

pwdnsn M � pwdnsn N and spwdnsn M � spwdnsn N

for all n 0 ω.
Proof. Letwi �� pwdi M, for i 0 ω. W.l.o.g. assume that the signature
is finite. Since there are only finitely many structures of size n there
exists an FO-formula ψni,k<x, . . . , xn�A stating that pwdi Mix̄ 2 k.
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M Ø �x̄ψni,wi
<x̄A implies N Ø �x̄ψni,wi

<x̄A. By Proposition .. it
follows that pwdnsn N 2 pwdnsn M for n 0 ω. �e claim follows by
symmetry.
In the same way we can show that the non-standard symmetric

partition widths are equal. k
Corollary ... If M �FO N andM is of finite [symmetric] partition
width then so is N.

Corollary ... Let τ be a finite signature. �e class of τ-structures
of finite [symmetric] partition width is Lωω-definable.

Proof. �ere are only finitely many τ-structures M of cardinality n
with pwdi M 2 k, and we can construct an FO-formula φni,k which de-
fines the class of these structures.Consequently, the class of structures
of finite partition width is axiomatised by¡

i0ω £
k0ω ¡

n0ω �x ��xn�ψni,k<x̄A
where ψni,k<x̄A is the relativisation of φni,k to the set x̄. k

For the non-standard partition width we are able to prove that
for every structure M such that pwdnsn M is finite there exists a non-
standard partition refinement of exactly this width.

Proposition ... Let M be a structure.

() �ere exists a non-standard 0ω-partition refinement <UvAv with
pwdn<UvAv � pwdnsn M for all n 0 ω.

() �ere exists a non-standard �0ω -partition refinement <UvAv
with spwdn<UvAv � spwdnsn M for all n 0 ω.

Proof. Since the proofs are nearly identical, we prove only (). Let
wn �� pwdnsn M, and let ∆ be the atomic diagram ofM. If <N, U, JA Ø
Φ �� ∆ 8Π

w̄ then M R N and <U, JA codes a non-standard partition
refinement of N of width w̄ which induces one of M of the same
width.

To show thatΦ is consistent letΦ R Φ be finite.�ere exists some
k 0 ω such that Φ does not contain any formula of the form φτn,m
for n 3 k. Let <U, JA code a non-standard partition refinement <UvAv
of M such that

pwdn<UvAv � pwdnsn M for all n 0 k .
�en <M, U, JA Ø Φ . k
LetM Z N. Everynon-standardpartition refinement <UvAv.T ofN

induces a corresponding refinement <Uv 9MAv.T of M, that is, each
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partition refinement of N can be obtained by extending one of M.
�e following proposition states the converse: every non-standard
partition refinement of M can be extended to one of N.

Proposition ... Let <UvAv.T be a non-standard 0ω-partition re-
finement of M. For every N [ M there exists an elementary extension
S [ T and a non-standard 0ω-partition refinement <VvAv.S of N of
the same width such that Vh<vA S Uv for all v . T where h � T � S is
the corresponding elementary embedding.

Proof. W.l.o.g. we may assume that iMi 3 �. Set wn �� pwdn<UvAv .
Let <U, JA be relations coding <UvAv . Let ∆N be the elementary dia-
gram of N, Ξ the elementary diagram of <M, JA, and set

Γ �� F Pa i a . N K 8 FUab̄ i a, b̄ R M K .
By modifying Π

w̄ we can obtain a set of formulae expressing that<U 9 <P �MnA, JA codes a non-standard partition refinement of P.
Let ΠP be this set.
Wehave to show thatΨ �� Ξ8Γ8ΠP8∆N has amodel <N�, P, V, J�A.

�en there exists an elementary embedding h � <T, JA Z <S, J�Awhere
S �� F ā . <N�An i ā J ā K ,

and <VāAā.S with Vā �� F b . N i <b, āA . V K is a non-standard
partition refinement of N with Uv R Vh<vA.
LetΨ R Ψ be a finite subset.�enΨ R Ξ8Γ8ΠP 8∆ for some

finite sets Ξ R Ξ, Γ R Γ, and ∆ R ∆N. Let A R N be the finite set of
elementsmentioned inΞ8Γ8∆, and setM �� A9M,N �� A�M.
Let ā be an enumeration of N. �ere exists a tuple b̄ R M such that
tp<b̄2MA � tp<ā2MA. �en <M, M 8 b̄, U, JA Ø Ψ. k
Weconclude this section by considering two versions of a compact-

ness theorem for structures of finite non-standard partition width.
Aßer proving a version where the non-standard partition width is
bounded by a given constant we show that compactness fails if we
only demand that the partition width is finite.

�eorem.. (Compactness). Let w̄ . ωω.A setΦ R FOof sentences
has a modelMwith pwdnsn M 2 wn for n 0 ω if and only if every finite
subset Φ R Φ has such a model. �e same holds for spwdnsn M.

Proof. Φ has amodelM of width pwdnsn M 2 wn if and only ifΦ8Π
w̄

is consistent. Since all finite subsets ofΦ8Π
w̄ are consistent, so is the

whole set. k
Corollary ... A set Φ R FO of sentences has a model of finite
partition width if and only if there exists a sequence w̄ . ωω such that
every finite subset Φ R Φ has a model M with pwdn M 2 wn for
n 0 ω. �e same holds for the symmetric partition width.
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We have seen that a group has a finite partition width if and only
if it is finite. Using this result we can show that certain theorems of
model theory fail if we restrict the class of structures to those of finite
partition width. Note that, by the preceding theorem, if, instead, we
consider only models of partition width less than some given finite
bound, then the situation is completely different.

Lemma ... �ere is an FO-sentence φfin such that, for each n 0 �,
φfin has a model of cardinality n that is of finite partition width, but
φfin has no infinite model of finite partition width.

Proof. Let φfin be the conjunction of the group axioms in signature
τ �� F�K. Since a group has a finite partition width if and only if it is
finite the claim follows. k
�eorem ... When restricted to models of finite partition width,
first-order logic does not have any of the following properties:

() the compactness property;

() Beth’s definability property;

() Craig’s interpolation property.

Proof. () A counterexample is

Φ �� FφfinK 8 Fφn i n 0 ω K
where φn states that there are at least n different elements. Φ has no
model of finite partition width but each finite subset of Φ has one.
() Let α be a sentence stating that 0 is a discrete linear order with

minimal and maximal element and that s is the successor function
mapping the last element to the first one. Let β be the group axiom
for � and define

χ �� �xy<x �  � x , x � sy � s<x � yAA .
If M �� <M, �, 2, s, A is a model of ψ �� α , β , χ of finite partition
width then iMi 0 � and, hence, <M, �A � <Zn, �A for some n . N.
�us, ψ is an implicit definition of � in <M, 2, s, A. But there cannot
be an explicit one since, otherwise, the set of even positions were
definable by

φ<xA �� �y<x � y � yA .
() follows from (). k
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. T  

Proposition .. can be used to link the concept of partition width
with the model theoretic notion of VC-dimension or, equivalently,
the independence property.

Definition ... Let T be a first-order theory. An FO-formulaφ<x̄, ȳA
has the independence property (w.r.t.T) if there exists amodelM ofTindependence property

containing sequences <āIAIRω and <b̄iAi0ω such that

M Ø φ<āI , b̄iA iff i . I .
We say that a structure M has the independence property if there

exists a formula φ that has the independence property w.r.t. Th<MA.
If āI and b̄i are singletonswe say thatMhas the independence propertyon singletons

on singletons.

�eorem .. (II, . of []). Let T be a first-order theory. �e
following statements are equivalent:

() No formula φ<x; ȳA has the independence property w.r.t. T.
() No formula φ<x̄; ȳA has the independence property w.r.t. T.
() For all formulae φ<x; ȳA and all n 0 ω there is some k 0 ω such

that iSφ<AAi 0 k2n for all sets A of size k.

() For all φ<x̄; ȳA there is some n 0 ω such that iSmφ <AAi 0 iAin
for all finite sets A with at least two elements.

In [] it is shown that the independence property and the in-
dependence property on singletons coincide if we allow monadic
parameters.

Lemma .. (Baldwin and Shelah []). Let M be a structure and
φ<x, y . . . ynA a formula with the independence property w.r.t.Th<MA.
�en there exists an elementary extension N [ M, a set P R N,
and a formula ψ<x, y . . . yn�A that has the independence property
w.r.t. Th<N, PA.
Corollary ... Let M have the independence property. �ere exists
an elementary extension N [ M and unary predicates P̄ such that<N, P̄A has the independence property on singletons.

It immediately follows that the independence property implies
MSO-coding.

Lemma ... Let M have the independence property on singletons.
�ere exists an elementary extension N [ M that admits strong FO-
coding.



. Indiscernible sequences m 

Proof. Choose an elementary extension N that contains sequences<aIAIRω and <biAi.ω such that, for some formula φ<x, yA, we have
N Ø φ<aI , biA iff i . I .

Fix disjoint infinite sets X, Y R B �� F bi i i 0 ω K, and define a
function f � X � Y � M by f <bi, bjA �� aFi,jK. For x . X, y . Y , and
z . Z �� f <X, YA we have

f <x, yA � z iff M Ø φ<z, xA , φ<z, yA .
Hence, f is an FO-definable bijection X � Y � Z. k
Together with the results above it follows that no structure with

the independence property has finite partition width. �is slightly
extends a result of Parigot [] who showed that trees do not have
the independence property.

Proposition ... If M is a structure with the independence property
then pwdn M 3 � for some n.

Proof. If M has the independence property then there exists an ele-
mentary extension N [ M and unary predicates P̄ such that <N, P̄A
has the independence property on singletons. Hence, there exists
an elementary extension <N�, P̄�A which admits strong FO-coding. If
M where of finite partition width, then so would be N, <N, P̄A, and<N�, P̄�A. �e latter contradicts Corollary ... k
. I 

In the present section we consider sets A and B such that tim∆ <A2BA is
large. We will construct sequences ai . A and bi . B, i . I, such that
the bijection bi ( ai is FO-definable. �is property might by useful
when defining grids. Once we have managed to define the rows <asiAs
of a grid, we can obtain the columns by connecting each pair of rows
by such a bijection.
In the following let ∆ be a finite set of formulae φ<x̄; ȳA where we

distinguish between free variables x̄ and parameters ȳ. Accordingly
we write

ā �∆U b̄ : iff M Ø φ<ā; c̄A � φ<b̄; c̄A for all φ . ∆, c̄ . Un .

W.l.o.g. we assume that ix̄i � m and iȳi � n for all φ<x̄; ȳA . ∆.
Definition ... Let φ<x̄; ȳA . ∆ and σ . F�, h, 0, 1, 2, 3K. Two se-
quences ās . Mm , s . I, and b̄s . Mn, s . I, are of φ-type σ if φ-type σ

M Ø φ<ās ; b̄tA iff s σ t .
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Mirroring the proof of Ramsey’s theorem we first construct two
sequences of φ-type σ.

Lemma ... Let � an equivalence relation with k 1  classes on the
set of subsets X R �m� of size iXi � . �ere exists a subset I R �m� of
size iIi 3 logk<m<k � A � A 1 logkm

such that Fi, kK � Fi, lK for all i, k, l . I with i 0 k, l.
Proof. We construct two sequences <IsAs and <JsAs of subsets of �m�
such that every element of Js is greater than all elements of Is andFai, akK � Fai, alK for all i . Is, k, l . Js .
Let I �� ∅ and J �� �m�. Suppose that Is and Js are already defined.
If Js � ∅ then we stop and set I �� Is. Otherwise, let i be the minimal
element of Js and set Is� �� Is 8 FiK. Let � be the equivalence relation
on Js � FiK defined by

k � l : iff Fi, kK � Fi, lK .
By the Pigeon Hole Principle, Js � FiK contains a �-class Js� of size at
least <iJsi � A2k. �is concludes the construction.
�e set I we have obtained has the size iIi � max F s �  i Js h ∅ K.

�e claim follows if we prove thatiJsi 3 k�s�m � ks � 

k � 
E

since

k�s�m � ks � 

k � 
E 1  iff ks 0 m<k � A � 

iff s 0 �logk<m<k � A � A� .
We have iJi � m and, by induction,iJsi 3 k�<iJs�i � A3 k�k�<s�A�m � ks� � 

k � 
E � 

k� k�s�m � ks� � 

k � 
� ks�E� k�s�m � ks� �  � ks � ks�
k � 

E� k�s�m � ks � 

k � 
E

as desired. k
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Lemma ... Let ∆ be a finite set of formulae and let āi . Am, i . I,
be a sequence such that āi l∆B āk for i h k. �ere exist a formula
φ<x̄; ȳA . ∆, a subset J R I of size iJi 3 i∆i�<logiIi � A, and a
sequence b̄i . Bn , i . J, such that

M Ø φ<āi ; b̄lA �  φ<āl ; b̄lA for all i, l . J, l 0 i .
Proof. By induction on s, we construct a decreasing sequence of sets
Is R I, an index is . Is� , a formula φis . ∆, and tuples b̄is . Bn such
that the above condition is satisfied forφ �� φis , l �� is, and i . Is.�en
the set J� �� Fi , i, . . . K contains a subset J R J� of size iJi 3 iJ�i2i∆i
such that φi � φk for all i, k . J.
Let I� �� I. Assume that Is is already defined. To choose Is� , is� ,

φis� , and b̄is� we consider the following cases.
If Is � ∅ then we stop. If Is � FiK then we set is� �� i, choose

arbitrary b̄i . Bn and φi . ∆, and set Is� �� ∅ thereby stopping in
the next step. Otherwise, Is contains at least two different elements
i, k . Is. Since āi l∆B āk there is some b̄ . Bn and some φ . ∆ such that

M Ø φ<āi ; b̄A �  φ<āk ; b̄A.
Hence, the sets

I�s �� F i . Is i M Ø φ<āi; b̄A K
and I�s �� F i . Is i M Ø φ<āi; b̄A K
are both nonempty. If iI�s i 3 iI�s i we set Is� �� I�s and choose some
is� . I�s . Otherwise, Is� �� I�s and is� . I�s .
Since iIs�i 3 

 iIsi it follows that iIs�i 3 �iiIi, i.e., Is� h ∅ for
i 2 logiIi. Hence, the above procedure can be carried out for at least
logiIi �  steps. k
Lemma ... Let <āiAi.I and <b̄iAi.I be sequences such that

M Ø φ<āi ; b̄lA �  φ<āl ; b̄lA for all i, l . J, l 0 i .
�ere exists a set J R I of indices of size iJi 1 logiIi such that

M Ø φ<āi ; b̄lA � φ<āj ; b̄lA for all i, j, l . J, i, j 0 l .
Proof. We obtain the desired subset J if we reverse the ordering of I
and apply Lemma .. to the relationFi, kK � Fj, lK : iff M Ø φ<āi; b̄kA � φ<āj ; b̄lA . k
Proposition... Let∆beafinite set of formulaeand let ās . Am , s . I,
be a sequence such that ās l∆B āt for s h t.



 m  Partition Width

�ere exist a formula φ<x̄; ȳA . ∆, a relation σ . F�, h, 2, 1K, a subset
J R I of sizeiJi 1 


log

logiIi � i∆i ,

and a sequence b̄s . Bn, s . J, such that <āsAs.J and <b̄sAs.J are of
φ-type σ.

Proof. Combining the preceding lemmas we find a sequence b̄s . Bn ,
s . J, such that

M Ø φ<ās ; b̄tA �  φ<āt ; b̄tA for all s, t . J, t 0 s ,
and M Ø φ<ās ; b̄tA � φ<āv ; b̄tA for all s, v, t . J, s, v 0 t .
Hence, we can partition J � J� < Jh < J2 < J1 into sets such that the
restriction of <āsAs and <b̄sAs to Jσ is of φ-type σ. At least one of these
sets Jσ has the required size. k
Having constructed sequences <āsAs and <b̄sAs of φ-type σ we show

how to define a bijection bsk ( asi for some i and k. First, we consider
the simpler case of sequences of singletons.

Lemma ... Let <asAs.I and <bsAs.I be sequences of φ-type σ. �ere
exists a formula χ<x, yA with monadic parameters A �� F as i s . I K
and B �� F bs i s . I K such that

M Ø χ<as , btA iff s � t .
Proof. If σ . F�, hK we can set χ �� φ and χ ��  φ, respectively.
Suppose that σ � 2. Since we can reverse the order of I and replace φ
by  φ the other cases follow by symmetry.
We can define the ordering on A by the formula

ϑ<x, yA �� <�z . BA<φ<y, zA � φ<x, zAA .
Hence,we obtain the desired formula χby saying that x is themaximal
element in A such that φ<x, yA holds.

χ<x, yA �� φ<x, yA ,  <�z . AA=x h z , ϑ<x, zA , φ<z, yAB . k
For the general case we need some technical preparations that are

finitary versions of results of Shelah [].

Definition ... (a) We say that sequences s̄ and t̄ have the same
order type if si 0 sk � ti 0 tk for all i and k.order type

(b) Let φ<x̄A be an FO-formula with n �� ix̄i. A sequence <āsAs.I of
n-tuples is φ-indiscernible iffφ-indiscernible

M Ø φ<as , . . . , asn�n� A � φ<at , . . . , atn�n�A
for all sequences s̄, t̄ . In of the same order type.
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Lemma ... Let φ<x̄A be a formula with ixi � n. Any sequence
ās . Mn, s . I, of length iIi � <mAn

n
n contains a φ-indiscernible

subsequence of lengthm.

Proof. For each sequence s 0 � � � 0 sn� of n distinct elements si . I
and every function g � �n� � �n�, we record whether

M Ø φ<asg<A , . . . a
sg<n�A
n� A

holds or not. Since iIi � <mAn
n

n there exists a subset J R I of sizeiJi 3 m such that all increasing sequences s̄ . Jn have the same colour.
Consequently, <āsAs.J is φ-indiscernible. k
Definition ... Let <āsAs.I be a finite φ-indiscernible sequence. Let
I� R I consists of the first n elements of I and I� R I of the last n. Set I� , I , I�
I �� I � <I� 8 I�A.
(a) Let � R �n� � �n� be the equivalence relation defined by i � k i � k

iff there exists an FO-formula χ<x, yA with first-order parameters ās ,
for s . I� 8 I�, and monadic parameters Ai �� F asi i s . I K, for i 0 n,
such that

M Ø χ<asi , atkA iff s � t for all s, t . I .
(b) � partitions �n� into classes N < � � � <Nm� . We set āsi �� āsiNi

,
i.e., ās � ās . . . āsm� .
(c) To simplify notation we set φ�s , . . . , sm�� �� φ<ās , . . . , āsm�m�A.

Remark. � is obviously an equivalence relation.

Lemma ... For each �-class N � Fk, . . . , krK there exists a for-
mula ψ<x̄A with first-order parameters ās, s . I� 8 I�, and monadic
parameters Ai �� F asi i s . I K, i 0 n, such that

M Ø ψ<b̄A iff b̄ � āsiN for some s . I .
Proof. By definition, there exist formulae χi<x, yA, for i 0 r, such that

M Ø χi<aski , atkrA iff s � t .
We define

ψ<x̄A �� ¡
i2r Akixi , ¡i0r χi<xi, xrA . k

We construct the bijection bsk ( asj by showing that, when con-

sidering an φ-indiscernible subsequence of <āsb̄sAs, there are indices
j 0 m and k 0 n such that j � m � k.
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Proposition ... Let <āsAs.I be a φ-indiscernible sequence. For all
s̄, t̄ . Im , we have that

M Ø φ�s , . . . , sm�� � φ�t, . . . , tm�� .
�e proof is split into the following two lemmas. Let ψi<x̄A be the

formula from Lemma .. defining equality for Ni.

Lemma ... M Ø φ�s , . . . , sm�� � φ�t , . . . , tm�� for all s̄, t̄ . Im
such that iFs, . . . , sm�Ki � iFt, . . . , tm�Ki � m.

Proof. It is sufficient to prove the claim for transpositions. Suppose
otherwise. �en, by symmetry, we have

M Ø φ�s , . . . , si, si�, . . . , sm�� ,  φ�s , . . . , si�, si, . . . , sm��
for some s̄ . Im such that no sj lies in the interval <si, si�A. By
indiscernibility, we further may assume that sj . I� 8 I� for j 0 i or
j 1 i � . Define

φ�<x, yA �� �x̄��ȳ�=ψi<xx̄�A , ψi�<yȳ�A, φ<ās , . . . , āsi�i� , xx̄�, yȳ�, āsi�i� , . . . , āsm�m�AB
Let j . Ni and k . Ni� be the minimal elements of their respective�-class. For s, t . I, s h t, it follows that

M Ø φ�<asj , atkA iff s 0 t .
Hence, the sequences <asjAs and <askAs are of φ�-type σ, for σ . F2, 0K,
and, by Lemma .., we have j � k. Contradiction. k
Lemma ... Let s̄, t̄ . Im be sequences such that, for some permuta-
tion σ,

sσ 2 � � � 2 sσ<i�A 0 sσi � � � � � sσk 0 sσ<k�A 2 � � � 2 sσ<m�A
and sσk 0 tσk 0 sσ<k�A and tσj � sσj for j h k. �en

M Ø φ�s , . . . , sm�� � φ�t, . . . , tm�� .
Proof. We prove the claim by induction on k � i. Suppose otherwise.
By permuting �n� we may assume that

s 2 � � � 2 si� 0 si � � � � � sk 0 sk� 2 � � � 2 sm�
and sk 0 tk 0 sk� . Let

φ�<x̄i, . . . , x̄kA �� φ<ās , . . . , āsi�i� , x̄i, . . . , x̄k, āsk�k� , . . . , āsm�m�A .
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By symmetry, we may assume that

M Ø φ��si, . . . , sk�, sk� ,  φ��si, . . . , sk�, tk� .
By indiscernibility, the first part implies that M Ø φ��v, . . . , v� for all
si� 0 v 0 sk� , while the second part implies, by induction hypothesis
and the preceding lemma, thatM Ø  φ��vi, . . . , vk� for all vi, . . . , vk .<si�, sk�A such that iFvi, . . . , vkKi 1 .
Again we may assume that s, . . . , si� . I� and sk�, . . . , sm� . I�.

It follows that

M Ø φ��vi, . . . , vk� iff vi � � � � � vk
for all vi, . . . , vk . I. Define

χ<x, yA �� �x̄��ȳ��z̄i� ��z̄k�<ψi<xx̄�A , ψk<yȳ�A , ¡
i0j0k ψj<z̄jA, φ<ās , . . . , āsi�i� , xx̄�, z̄i�, . . . , z̄k�, yȳ�, āsk�k� , . . . , āsm�m�A .

Let j . Ni and j . Nk be the minimal elements of their respective�-class. It follows that M Ø χ<asj , atjA iff s � t, for s, t . I. Hence,
j � j . Contradiction. k
With all these preparations we are finally able to construct a for-

mula that defines a bijection b̄s ( ās .

Proposition ... Let A, B R M be disjoint sets. If

tin∆<A2BA 3 L �� 
K i∆i for K �� R<l � m � nAm�n

<m�nAm�n ,
then there exist sequences as . A, s 0 l, and bs . B, s 0 l, and some
FO-formula φ<x, y; Z̄A such that, for some P̄ R ð<A 8 BA,

M Ø φ<as , bt ; P̄A iff s � t .
Proof. Fix a set of representatives ās . Am , s 0 L, of the �∆B-classes
ofAm . ByProposition .. there exists a subset J R �L� and a sequence
b̄s . Bn, s . J, of lengthiJi 1 


log

log L � i∆i 1 K ,
some formula ϑ<x̄; ȳA . ∆, and a relation σ . F�, h, 2, 1K such that

M Ø ϑ<āi, b̄kA iff i σ k .

Since iJi 1 K � <l�m�nAm�n
<m�nAm�n , Lemma .. implies that there

exists a subset I R J of size iIi 3 l � <m � nA such that the sequences<āib̄iAi.I is ϑ-indiscernible. Since
M Ø ϑ<ās ; b̄sA �  ϑ<āt ; b̄sA for t 1 s ,
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Proposition .. implies that there are indices j 0 m and k 0 n with
j � m � k. For s . I� 8 I�, let Psi �� FasiK and Qs

i �� FbsiK. Further, set
Ai �� F asi i s . I K and Bi �� F bsi i s . I K. �ere exists a formula
χ<x, yA with monadic parameters P̄, Q̄, Ā, and B̄ such that

M Ø χ<asi , btkA iff s � t for all s, t . I .
Hence, the <asiAs.I and <bskAs.I are the desired sequences of lengthiIi � iIi � <m � nA 3 l. k
We have constructed an FO-definable bijection bs ( as. �e next

result shows that, if the set of parameters B is well-ordered by some
formula, then so is the sequence <asAs .
Lemma ... Let ∆ R FO be finite, A R Mn , and B R M such that

ā l∆B b̄ for all ā, b̄ . A, ā h b̄ .
If there is an FO-formula φ<x, y, P̄A well-ordering B with monadic pa-
rameters P̄ then there is such a formula with parameters P̄ and Bwhich
well-orders A.

Proof. Fix an enumeration ϑi<x̄; ȳA, i 0 m, of ∆ where we assume
w.l.o.g. that r �� iȳi is the same for all i. We order Br � �m� lexico-
graphically. For ā, b̄ . A let <c̄, iA be the minimal element in Br � �m�
such that

M Ø ϑi<ā; c̄A �  ϑi<b̄; c̄A .
We define ā 0 b̄ iff

M Ø  ϑi<ā; c̄A , ϑi<b̄; c̄A .
Clearly, this relation is definable from φ and B. It also is obviously
irreflexive and and antisymmetric. Suppose thatA contains elements
with ā 0 ā 0 ā and ā 0 ā, and let <c̄, iA, <c̄, iA, <c̄ , iA . Br��m�
witness these facts.

We consider the following cases. If <c̄ , iA 0 <c̄, iA then
M Ø ϑi<ā ; c̄A � ϑi<ā; c̄A ,

and, since ā 0 ā , we have
M Ø ϑi<ā ; c̄A ,  ϑi<ā ; c̄A .

Since ā 0 ā it follows that <c̄, iA 0 <c̄ , iA. Hence,
M Ø ϑi<ā ; c̄A � ϑi<ā; c̄A .
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Since ā 0 ā we have
M Ø ϑi<ā ; c̄A ,  ϑi<ā; c̄A .

But because of <c̄ , iA 0 <c̄, iA this implies ā 0 ā. Contradiction.
If <c̄ , iA � <c̄, iA then ā 0 ā implies

M Ø  ϑi<ā ; c̄A , ϑi<ā; c̄A .
�us, <c̄ , iA does not witness the fact that ā 0 ā . Contradiction.
If <c̄ , iA 1 <c̄, iA then

M Ø ϑi<ā ; c̄A � ϑi<ā; c̄A ,
and from ā 0 ā it follows that

M Ø  ϑi<ā ; c̄A , ϑi<ā; c̄A .
�erefore, ā 0 ā implies <c̄ , iA 0 <c̄, iA. Hence,

M Ø ϑi<ā ; c̄A � ϑi<ā ; c̄A .
Since ā 0 ā we have

M Ø  ϑi<ā ; c̄A , ϑi<ā; c̄A .
But because of <c̄ , iA 0 <c̄ , iA this implies ā 0 ā. Contradiction.k
. T

To show that a given structure has a certain partition width it suffices
to construct a suitable partition refinement.�e proof of the opposite
statement seemsmuchmoredifficult since it is definedbyanuniversal
condition. In this section we will derive an equivalent existential one.
By the compactness results established above it is sufficient to only

consider finite structures. In the remainder of this section we fix a
finite structure M.
�e following observation yields a necessary condition for large

partition width, but not a sufficient one.

Lemma ... If pwdn M 1 k then M contains some subset C R M
such that, for all X P C,

etin<X2M � XA 1 k or etin<C � X2M � <C � XAA 1 k .
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Proof. Suppose that, for every C R M, there is some X P C with

etin<X2M � XA 2 k and etin<C � X2M � <C � XAA 2 k .
We construct a partition refinement <UvAv.T of M by induction

on v such that etin<Uv2UvA 2 k for all v . T. Set Uε �� M. Assume
that Uv is already defined. By assumption there is some X P Uv with

etin<X2M � XA 2 k and etin<Uv � X2M � <Uv � XAA 2 k .
We set Uv �� X and Uv �� Uv � X. k

A partition refinement <UvAv.T induces a system <Uv < UvAv.T of
partitions ofM. �is observation motivates the following definition.

Definition ... A cut of X R M of n-order k is a pair <A, BA ofcut

subsets with A < B � X such that

etin<A2BA 2 k and etin<B2AA 2 k .
Let Cnk <XA be the set of all cuts of X of n-order k. We abbreviateCn

k
<XA

Cnk <MA as Cnk . A cut <A, BA is called trivial if A � ∅ or B � ∅.trivial cut

Transferring results of Robertson and Seymour [], we will prove
that a finite structureM has large partition width if and only if there
exists a tangle. Intuitively, a tangle is a system of cuts <A, BA where
the set B is ‘complicated’. �e axioms listed below read as follows:m If we can cutM into two parts, then at least one of them should

be complicated.m Small sets are simple.m �e union of disjoint simple sets is simple.

Definition ... A subset T R Cnk is called a tangle if it satisfies thetangle

following conditions:

() <A, BA . T iff <B, AA � T for all <A, BA . Cnk .
() iBi 1  for all <A, BA . T.
() If <A , BA, <A, BA . Cnk � T are cuts with B 9 B � ∅ then<A 9 A, B 8 BA � T.
T R Cnk is called a pre-tangle if it satisfies (), (), andpre-tangle <�A <A, BA . T or <B, AA . T for all <A, BA . Cnk .

Note that ∅ is a tangle if and only if Cnk <MA is empty.

C

Example. Consider the cycle C. �e set T R C
 defined by

T �� F <A, BA . C
 i iAi 2  K

is a tangle since, if <A, BA is a cut of order atmost , then either iAi 2 
or iBi 2 .
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�e order of a cut <A, BA was defined symmetrically in A and B.
On the other hand, the width of a partition refinement <UvAv only
depends on etin<Uv2UvA andnot on etin<Uv2UvA. In order to compare
these notions we define a variant of partition width where both type
indices are bounded.

Definition ... (a) �e bidirectional partition width bpwdn<UvAv bidirectional partition width
bpwdn<UvAvof a partition refinement <UvAv is the least number k such that each

cut <Uv, UvA is of n-order at most k. bpwdn M is defined in the usual
way using bpwdn<UvAv instead of pwdn<UvAv .

(b) LetA R M,W R M, and <UvAv.T be a partition refinement ofA.
�e bidirectional width of <UvAv overW is the minimal sequence w̄ . partition width overW

ωω such that

etin=Uv 3 <A 8WA � UvB, etin<A � Uv 3 Uv 8WA 2 wn
for all v . T and n 0 ω.
�e bidirectional partition width bpwdn<A2WA of a subset A R M

overW R M is defined the usual way.

�e relation between the usual and the bidirectional version of
partition width follows from Lemmas .. and ...

Lemma ... Let M be a structure with m relations of arity greater
than  and no relations of arity greater than r. For every partition
refinement <UvAv of M we have

pwdn<UvAv 2 bpwdn<UvAv 2 m<n�Ar pwdr�<UvAv .
If M is a transition system then

pwd<UvAv 2 bpwd<UvAv 2 m pwd

<UvAv .

We are going to prove that Cnk <MA contains a tangle of n-order k
if and only if bpwdn M 1 k. �e following observation shows that
tangles are indeed an obstruction to a small partition width. It is also
helpful in constructing tangles.

Lemma ... Let M be a finite structure. If T is a tangle of n-order k
then <A, BA � T for every cut <A, BA with bpwdn<B2AA 2 k.
Proof. We prove the claim by induction on iBi. If iBi 2  then<A, BA � T by (). For iBi 1 , consider a partition refinement <UvAv
ofBwith bpwdn<<UvAv2AA 2 k. By induction <Uv , UvA, <Uv , UvA �
T. Hence, () implies <A, BA � T. k
Below it will be shown that every pre-tangle contains a tangle.

�erefore, it is sufficient to prove the above claim for pre-tangles.
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Proposition ... Let M be a finite structure and k 1 . Cnk contains
a pre-tangle if and only if bpwdn M 1 k.
Proof. <�A Let T R Cnk be a pre-tangle. Suppose that there exists a
partition refinement <UvAvwithbpwdn<UvAv 2 k. <M,∅A � T implies<∅, UεA . T. Furthermore, if <Uv, UvA . T then <Uv , UvA . T or<Uv , UvA . T since both belong to Cnk and Uv � Uv < Uv . By

induction on v, it follows that there is a leaf v with <Uv, UvA . T. ButiUvi � . Contradiction.<
A Let T �� F <A, BA . Cnk i bpwdn<B2AA 1 k K. We claim that
T is a pre-tangle.<�A If <A, BA � T and <B, AA � T for some cut <A, BA . Cnk then
bpwdn<B2AA 2 k and bpwdn<A2BA 2 k and, hence, bpwdn M 2 k.
Contradiction.
() If iBi 2  then bpwdn<B2AA �  2 k. Hence, <A, BA � T.
() If there are cuts <A , BA, <A, BA . Cnk with B 9 B � ∅ and

bpwdn<Bi2AiA 2 k, i 0 , then bpwdn<B 8 B2A 9 AA 2 k. k
In order to transform a pre-tangle T into a tangle we have to

remove cuts <A, BA from T where both, <A, BA, <B, AA . T. We split
the proof into two parts. First, we show that certain subsets S R T can
be removed from T. �e second step consists in proving that, for all
cuts <A, BA such that <A, BA, <B, AA . T, we find such a subset S R T
with <A, BA . S.
Lemma ... Let T be a pre-tangle of n-order k, and let S R T be a
set of cuts satisfying the following conditions:

(a) If <A, BA . S then <B, AA . T � S.
(b) If there are cuts <A, BA . S and <C,DA � T � S with D R A then<A 9 C, B 8 DA � T � S.

�en T � S is a pre-tangle of n-order k.
Proof. If T satisfies <�A then so does T � S by (a). Clearly, () also
holds forT�S. If () fails then there are cuts <A, BA, <C,DA . Cnk with
B 9D � ∅ such that <A, BA, <C,DA � T � S but <A 9C, B 8DA . T � S.
Since T satisfies <Awe have <A, BA . T or <C,DA . T. By symmetry
we may assume the former. (b) implies that <A 9 C, B 8 DA � T � S.
Contradiction. k
Lemma ... Let T be a pre-tangle of n-order k. If there is a cut such
that <A, BA, <B, AA . T then there is a set S R T satisfying the conditions
of the previous lemma such that <A, BA . S.
Proof. We define an increasing sequence S R S R � of sets Si R T
such thatm each Si satisfies condition (a);
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m the limit S �� ºi Si satisfies (a) and (b);m if <C,DA . Si then B R D.
Let S �� F<A, BAK. Suppose that Si is already defined. If condi-

tion (b) is satisfied then set Si� �� Si. Otherwise, there are cuts<C,DA . Si and <E, FA � T � Si with F R C and <C 9E, D 8 FA . T � Si.
Since B R D, i.e., B º F, C, we have <E, FA, <D 8 F, C 9 EA � Si.<C,DA . Si implies<D, CA � <<D 8 FA 9 E, <C 9 EA 8 FA . T � Si
by (a). Hence, if <D 8 F, C 9 EA � T, then <E, FA . T by (). Together
with <E, FA � T � Si this implies <E, FA . Si. Contradiction.

Consequently, <D 8 F, C 9 EA . T � Si and we can set

Si� �� Si 8 F<C 9 E, D 8 FAK. k
Proposition ... Every pre-tangle of n-order k contains a tangle of
n-order k.

Proof. LetT be a pre-tangle of n-order k. If there is no cut with <A, BA,<B, AA . T then T is a tangle. Otherwise, there is some subset S R T
with <A, BA . S such that T � S is a pre-tangle of n-order k. Iterating
this step we obtain a tangle T� R T of n-order k. k
�eorem ... Let M be a finite structure. Cnk contains a tangle if
and only if bpwdn M 1 k.
Let us mention two alternate versions of the axiom <A.

Lemma ... A subset T R Cnk is a tangle of n-order k iff it satisfies
(), (), and<�A If <A , BA, <A, BA . T are cuts with A 9 A � ∅ and<A 8 A, B 9 BA . Cnk then <A 8 A, B 9 BA . T.
Proof. �is is just the dual version of (): If <Ai, BiA . T then<Bi, AiA � T and hence <B 9 B, A 8 AA � T. �e converse is
analogous. k
Lemma ... A subset T R Cnk is a tangle of n-order k iff it satisfies
(), (), and<��A �ere is no partitionA <A <A � M ofM such that <Ai, AiA .

T for all i 0 .

Proof. Both <�A and <��A state that if the cuts <A, A 8 AA and<A, A 8 AA are contained in T then also <A 8 A, AA . T or<A 8 A, AA � Cnk . �is is equivalent to <A , A 8 AA � T. k
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We conclude this section by investigating how to find tangles for
substructures and extensions.

Definition ... For X R M and T R Cnk <MA. �e restriction TiXrestriction

TiX of T to X is the setG <A, BA . Cnk <XA j <A 8 X, BA . T or <A, B 8 XA . T L .
From the definition, it is not obvious that the restriction of a

tangle is again a tangle. For transition systems, will show that the
restriction TiC contains a tangle of a somewhat smaller order. Again,
it is sufficient to prove the claim for pre-tangles.

Lemma ... Let M be a finite transition system. If <A, BA . C
k and<C,DA . C

m are cuts where k,m 1  then <A 9 C, B 8 DA . C
km .

Proof. By Lemma .. we have

eti<B 8 D2A 9 CA 2 eti<B2A 9 CA � eti<D2A 9 CA2 eti<B2AA � eti<D2CA 2 k �m
and eti<A 9 C2B 8 DA 2 eti<A2BA � eti<C2DA 2 km .

Since km 3 k �m, for k,m 1 , the result follows. k
Lemma ... Let M be a finite transition system. If T R C

km<MA is
a pre-tangle with k,m 1  and <C,DA is a cut in C

m<MA � T then
T� �� TiC 9 C

k<CA is a pre-tangle of MiC of -order k.

Proof. If <A, BA . C
k<CA then <A8D, BA . C

km<MA, by the preceding
lemma. It follows that, for all <A, BA . C

k<CA,<A 8 D, BA . T or <B, A 8 DA . T .<�A If <A, BA � TiC then <A 8 D, BA � T. Hence, <B, A 8 DA . T
which implies <B, AA . TiC .

() Let <A, BA . C
k<CA with iBi 2 . �en <A 8 D, BA � T.

Since <C,DA � T it follows from () that <A, B 8 DA � T. Hence,<A, BA � TiC .
() If <A , BA, <A, BA � TiC then <Ai 8 D, BiA � T, i 0 . By

() we have <<A 8 DA 9 <A 8 DA, B 8 BA � T. Since <C,DA � T
it follows that <A 9 A, B 8 B 8 DA � T. Together, this implies that<A 9 A, B 8 BA � TiC . k
Finally,we show that every tangle of a substructure canbe extended

to a tangle of the entire structure.

Lemma ... Let X R M. If T R Cnk <XA is a tangle of n-order k then
so is the set

T� �� F <A 8 D, B 8 DA . Cnk <MA i <A, BA . T and

D < D � M � X K .
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Proof. () Let <A, BA . Cnk <MA. We have<A, BA . T� iff <A 9 X, B 9 XA . T
iff <B 9 X, A 9 XA � T iff <B, AA � T� .

() If there is a cut <A, BA . T� then <A 9 X, B 9 XA . T which
implies  0 iB 9 Xi 2 iBi.
() If <A , BA, <A, BA . Cnk <MA � T� with B 9 B � ∅ then<Ai 9 X, Bi 9 XA . Cnk <XA � T, i 0 . Hence,=<A 9 XA 9 <A 9 XA, <B 9 XA 8 <B 9 XAB � T

which implies <A 9 A, B 8 BA � T�. k
Corollary ... If M R M and T R Cnk <MA is a tangle of
n-order k then there is some tangle T R Cnk <MA of n-order k with
T R TiM

.
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 T  

G

W
   in Section . that the type equivalences �U
behave much more nicely if the structure in question is of arity

at most two. �erefore, we turn to a detailed investigation of the
special case of transition systems. Furthermore, it seems prudent
to first tackle difficult questions in this simpler setting. �e main
part of the following sections is dedicated to the development of
technical tools which ease the transfer of proofs concerning tree
width to partition width. In particular, we hope to obtain in this
way an analogue to the Excluded Grid �eorem of Robertson and
Seymour. Unfortunately, the version we will actually be able to prove
in Section . is rather weak.

. S  

In this and the following sections we fix a finite transition system
M � <M, <EλAλ.Λ , P̄A, and we set α �� iΛi. Note that, according to
Lemma .., we have eti<A2BA 2 αeti<B2AA for all A, B R M.
Every component Fv of a tree decomposition <FvAv (except for the

leaves) constitutes a separator of the underlying graph <V, EA. �at is,
there exist sets A and B with A 8 B � V and A 9 B � Fv such that no
element of A � B is adjacent to one of B � A.
We are looking for a variant of the notion of a cut that exposes

similar behaviour. �at is, to each cut <A, BA we want to associate a
set C that is responsible for the complexity of <A, BA. Since, in our
case, this complexity is caused not by edges but by the number of
types, we choose a set C containing representatives of each realised
external type.

Definition ... A separation of a set X R M is a pair <A, BA of sets separation

such that X � A 8 B andm for every a . A � B there is some c . A 9 B with a �B�A c andm for every b . B � A there is some c . A 9 B with b �A�B c.
�e order of a separation <A, BA is the cardinality of the intersection order


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iA 9Bi. By Sk<XAwe denote the set of all separations of X of order atSk<XA
most k. A separation <A, BA is called trivial if A R B or B R A.trivial separation

A

B

Each cut can be transformed into a separation and, conversely,
every separation induces a cut.

Lemma ... Let M be a structure and X R M a subset. For every
cut <A, BA . Cnk <XA there exists a separation <A�, B�A . Skn<XA with
A R A� and B R B�.
Proof. Fix representatives āi , i 0 r, of the �B-classes �āi� . An2�B ,
and representatives b̄i, i 0 s, of Bn2�A . Setting C �� ºi0r āi 8 ºi0s b̄i
we obtain a separation <A 8 C, B 8 CA of order iCi 2 kn. k
Lemma ... Let M be a transition system. For every separation<A, BA . Sk<XA there exists a cut <A�, B�A . C

αk
<XA with A� R A and

B� R B.
Proof. Let B� �� B � A. �en eti<A2B�A 2 iA 9 Bi 2 k and

eti<B�2AA 2 αeti<A2B�A 2 αk .
�us, <B�, AA . C

αk
<XA is the desired cut. k

IfX is a separator of a graphG thenG�X splits up into at least two
connected components. Sometimes, it is important to distinguish
between all of them. Hence, we need a variant of a separation that
splits the structure into more than two sets.

Definition... (a)A family <AiAi0n of setsAi R V forms a sunflowersunflower

with core C ifm Ai 9 Ak � C, for all i h k, andm =ºi.I Ai, ºi�I AiB is a separation for every I R �n�.
�e domain of <AiAi is the set ºi0n Ai. Sets of the form Ai � C are
called petals.petal

(b) A sunflower <AiAi refines the sunflower <BiAi if it has the samerefining a sunflower

core and domain and, for every Ai, there is some set Bk such that
Ai R Bk. A sunflower <AiAi is called maximal if it has no propermaximal sunflower

refinement.

A tree decomposition of a graphG consists of a family of separators
ofG arranged in a tree-like fashion.We would like to define a similar
decomposition using sunflowers. First we show how to extend a
sunflower <BiAi contained in a petal of another sunflower <AiAi to the
whole structure in such a way that <AiAi is contained in a petal of the
new sunflower.
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C

D

Lemma... Let <AiAi0m and <BiAi0n be sunflowerswith coreC andD,
respectively, such that the domain of <BiAi is A . If C R B � D, then
the sequence <B�iAi0n defined by

B�i �� bhhfhhdB 8 A 8 � � � 8 Am� if i �  ,

Bi otherwise .

is a sunflower with core D and domain ºi0m Ai.
Proof. Let A� �� A 8 � � � 8Am� and B� �� B 8 � � � 8 Bn� . We have to
show that, for every a . A�, there is some c . D such that a �B��D c
and, conversely, that, for every b . B�, there is some c . D such that
b �<B8A�A�D c.
Let a . A�. �ere is some b . C such that a �A�C b, and there is

some c . D with b �B��D c. Since B� 9 C � ∅ and, hence, B� � D R
A � C it follows that a �B��D c.
Now, let b . B�. �en b �B�D c for some c . D. Suppose that

b p<B8A�A�D c. �en there is some a . A� such that etp<b2aA h
etp<c2aA. But there is some a� . C R B � D with a �A�C a�. Since
b . B� R A � C and c . D R A � C it follows that etp<b2a�A h
etp<c2a�A which implies that b pB�D c. Contradiction. k
Lemma ... Let <A, BA be a separation and <AiAi0n a sunflower with
domain A and core C. Let D �� A 9 B. �ere exists a set Z S C 8 D of
size iZi 2 <niCi � AiDi such that the sequence<A 8 Z, . . . , An� 8 Z, B 8 ZA
forms a sunflower with core Z.

Proof. For every i 0 n, fix a set Zi R Ai of representatives of the�<A�AiA8<B�DA-classes realised in Ai � C. Set Z �� ºi0n Zi 8 D. Since
eti=Ai � C 3 <A � AiA 8 <B � DAB2 eti<Ai � C2A � AiA � eti<Ai � C2B � DA2 iCi � iDi

it follows that iZi 2 <niCi � AiDi. Hence, it remains to show that
the sequence <FiAi0n� with

Fi �� bhhfhhdAi 8 Z if i 0 n ,
B 8 Z if i � n ,

forms a sunflower with core Z. Let I R �n � � and a . ºi�I Fi. We
have to find some element c . Z with a �ºi.I Fi�Z c.
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First, suppose that n � I. If a . A then there is some c . C R Z such
that a �ºi.I Ai�C c since <AiAi is a sunflower. For a . B there exists
some c . D R Z with a �A�D c.
Now, suppose that n . I. Let a . Ai. If a . Z then we are done.

Otherwise, there is some c . Zi R Z such that a �<A�AiA8<B�DA c. k
If we already have a sunflower <BiAi, how can we construct a

sunflower <AiAi of some petal of <BiAi such that the situation of
Lemma .. is realised? We have to ensure that the core of <BiAi is
contained in either the core of <AiAi or in some of its petals.

Lemma ... Let M � <M, <EλAλ.Λ , P̄A be a finite transition system,
Z R M, and n 0 ω. �ere exists an extension M� � <M�, <E�λAλ.Λ , P̄�A
of M of sizeiM� �Mi 2 <n � A?iZi


D

such that every sunflower <AiAi with domain M� and core C of sizeiCi 2 n satisfies Z R Ai for some i.

Proof. Fix an edge relation Eλ . For every pair of distinct elements
u, v . Z, let X<u, vA be a set of n �  new elements. We obtain M� by
adding all elements of these setsX<u, vA toMandby creatingEλ-edges<x, uA and <x, vA for every x . X<u, vA. �en iM� �Mi � <n � A=iZi B
is of the right size.
Let <AiAi be a sunflowerwith domainM� and coreC of size iCi 2 n.

Suppose there are two vertices u, v . Z such that u . Ai � C and
v . Ak � C for i h k. �ere is at least one vertex w . X<u, vA � C.
By symmetry we may assume that w � Ak. �ere exists some vertex
v� . C such that v� �w v.�us, v� . Fu, vK9C � ∅. Contradiction. k
D : - 

In the remainder of this section we will investigate sets without non-
trivial separations.�is absence of separations can be considered as a
notion of connectedness. Instead of separations we could also study
sets without cuts. �is latter notion, investigated in Section ., will
turn out to be more useful for our purposes. �erefore, the results
below will not be used in other parts of the thesis. For simplicity, we
only consider finite undirected graphs.

Definition ... A set X R M is called separation free if S<XA con-separation free

tains no non-trivial separation.

Lemma... LetG � <V, EAbeanundirected graph. If <A, BA . S<XA
with A 9 B � FcK then either <a, cA . E for all a . X � FcK or <a, cA � E
for all such a.
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Proof. By symmetry we may assume that there exists some element
a . A � B with <a, cA . E. Since b �A�B c for all b . B it follows that<a, bA . E for all b . B. Hence, a �B�A c implies <c, bA . E for all b . B.
Furthermore, because of a� �B�A c for all a� . A we have <a�, bA . E
for all a� . A. Together with b �A�B c for all b . B it follows that<a�, cA . E for all a� . A. k
Lemma ... Let X be a set and v some element with eti<X2vA 1 .
If X is separation free so is X 8 FvK.
Proof. Suppose that there exists a non-trivial separation <A, BA of
X 8 FvK of order iA 9 Bi � . W.l.o.g. assume that v . B.
If v � A then <A, B � FvKA is a separation of X of order . By

assumption it has to be trivial, i.e., B � Fu, vK for some u . X. We can
interchange u and v and the result=<A � FuKA 8 FvK, BB
is still a separation of order .
Hence, we may assume that A 9 B � FvK. It follows that either<w, vA . E for all w . X, or <w, vA � E for all w . X in contradiction to

eti<X2vA 1 . k
We can also improve Lemma .. for separations of order .

Lemma ... Let <A, BA be a separation of order  and <A , AA a
separation of A of order . �en=A � <B � AA, A 8 BB
is also a separation of order .

Proof. Let A 9 B � FuK and A 9 A � FvK. Either <x, uA . E for all
x h u or <x, uA � E for all such x. W.l.o.g. assume the former. �en<x, yA . E for all x . B � FuK and y . A � FuK. In particular, <x, vA . E
for all x . B. Furthermore, since <v, uA . E and u . A, it follows that<x, vA . E for all x . A � FvK. �us, we have <x, vA . E for all x h v as
desired. k
Aßer having defined a notion of connectedness we can study de-

compositions into connected components. In our context such a
decomposition corresponds to a maximal sunflower with a core of
size .

Lemma ... Let <AiAi be a sunflower with core C and domain X. If<B , BA is a separation of A with B 9B � FcK and c � C, then either<a, cA . E for all a . X � FcK or <a, cA � E for all such a.
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Proof. Wehave a �c b for alla,b . Bk�FcK. Furthermore, ifa . X�A

and b . A � FcK then there is some a� . C with a �A�C a�. Since
c � C this implies that a �c a� �c b. k
Lemma ... Let <AiAi0n be a sunflower with core C of size iCi � .
If <B, BA is a non-trivial separation of A of order  then=<B � BA 8 C, B 8 C, A, . . . , An�B
is a refinement of <AiAi0n.
Proof. Let X be the domain of <AiAi, C � FcK and B 9 B � FdK. If
c � d then we are done. Otherwise, by Lemma .., we have a �c b
for all a, b . X � FcK and a �d b for all a, b . X � FdK. W.l.o.g.
assume that <a, cA . E for all a h c. �en <d, cA . Ewhich implies that<d, aA . E for all a h d. �e result follows. k
Corollary ... If <AiAi is a maximal sunflower with a core of size 
then every set Ak is separation free.

We can improve this result to allow larger cores if we require them
to be -cut free (see Definition ..).

Lemma ... If <AiAi is a sunflower with -cut-free core C and
separation-free domain X, then every set Ai is separation free.

Proof. Suppose there is a non-trivial separation <B, BA of Ai of
order . If C º B and C º B then =B 9 C, <B � BA 9 CB would be
a cut of C of order . Hence, we may assume that C R B . But then
Lemma .. implies that <B8<X�AiA, BA is a non-trivial separation
of X of order . Contradiction. k
�e next lemma provides another way to obtain something like a

decomposition into connected components.

Lemma ... LetG be an undirected graph such that S<VA does not
contain a non-trivial separation, and letXi , i 0 n, be a family of disjoint
separation-free sets such that there is no separation-free set Y Q Xk, for
some k 0 n, disjoint from Xi, for i h k. �en the set Z �� V �ºi0n Xi is
separation free.

Proof. Since Xi is maximal Lemma .. implies that eti<Xi2vA � 
for every v . Z. If iZi 2 we aredone.Otherwise, fixdistinct elements
v, v� . Z. W.l.o.g. we may assume that <u, vA . E for all u . Xi.
�ere is a non-trivial separation <A, BA of Xi 8 Fv, v�K of order .

By possibly interchanging v with v� and A with B we may assume
that v� . B � A. Let A 9 B � FcK. If v . A � B then <v, cA . E implies<v, v�A . E which in turn implies <c, v�A . E. Similarly, if v � c then<a, cA . E, for a . A � B, implies <a, v�A . E and <c, v�A . E. Since
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eti<Xi2v�A �  it follows that <v�, uA . E, for all u . Xi, and, therefore,
v �Xi

v�.
It remains to consider the case that v . B � A. Let a . A � B.<a, vA . E and v �A�B v� imply that <a, v�A . E. As above it follows

that <v�, uA . E, for all u . Xi, and, therefore, v �Xi
v�.

We have show that v �X8���8Xk� v� for all v, v� . Z. Suppose that
there exists a non-trivial separation <A, BA of Z of order . W.l.o.g.
assume that <a, bA . E, for all a . A � B and b . B � A. If there
exists no component Xi with <u, vA � E, for u . Xi and v . Z, then=A 8 ºi Xi, BB would form a non-trivial separation of G of order .
Contradiction. Hence, there exists such a component Xi and we can
choose some element c . Xi. But then =A 8 ºi Xi, B 8 FcKB forms a
non-trivial separation of G of order . Again a contradiction. k
Lemma ... For every set X that is not separation free, there exists
a separation <A, BA of order  with iAi 3 iBi such that A is separation
free or iAi 2 iBi � .

Proof. Let <A, BA be a separation of X of order  with iAi 3 iBi such
that iAi � iBi 3  is minimal. Suppose that A is not separation free
and iAi 1 iBi� .�en there is a separation <A , AA ofA of order 
with iAi 3 iAi. By Lemma .., <A � <B � AA, A 8 BA is also a
separation of order . SinceiA � <B � AAi � iA 8 Bi 0 iAi � iBi
and iA 8 Bi � iA � <B � AAi2 


<iAi � A � 


<iAi � A � > 


<iAi � A � C� iAi � 


iAi 0 iAi � iBi

this contradicts the minimality of iAi � iBi. k
. T 

�e notion of a sunflower can be used to define a decomposition of
a structure that has similar properties as a tree decomposition. Since
every component Fv of a tree decomposition <FvAv is a separator of
the graph in question, we define a tree cover to be a family <FvAv
where every component Fv is the core of a sunflower.

As in the previous section we assume that M � <M, <EλAλ.Λ , P̄A is
a finite transition system, and we set α �� iΛi.
Definition ... A tree cover of M is a family <FvAv.I of subsets tree cover
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Fv R M indexed by an undirected ternary tree I such that, if v . I and
I, . . . , Is are the connected components of I � v, then the sequence=Fv 8 ºu.I Fu, . . . , Fv 8 ºu.Is FuB
forms a sunflower with core Fv and domainM.
�e number sup F iFvi i v . I K is called thewidth of the tree coverwidth <FvAv.I .
�e following easy observation suggests that tree covers have prop-

erties quite similar to tree decompositions. �is eases the transfer of
proofs concerning tree width to ones about partition width.

Lemma ... If <FvAv is a tree cover then the set F v . I i a . Fv K is
connected for every a . M.

Proof. Otherwise, therewould be verticesu, v . Iwith a . Fu9Fv and
some vertexw . I on the path from u to v such that a � Fw . If <AiAi is
the sunflower with core Fw witnessing that <FvAv is a tree cover then
there are two distinct petals with a . Ai � Fw and a . Ak � Fw. But
this is impossible. k
Of course, in order to use tree covers to prove statements about

partition width we have to show that partition refinements and tree
covers are related.

Lemma ... Let M be a finite transition system.

(a) IfM has a tree cover of width k then it has a partition refinement<UvAv.T of width pwd<UvAv 2 αk .
(b) If there exists a partition refinement <UvAv.T of M of width

k �� pwd<UvAv thenM has a tree cover of width at most αk � k.
Proof. (a) Let <FvAv.I be a tree cover of M. Fix some leaf of I and let
T R 0ω be the directed tree obtained from I if we take this leaf as
root. By induction on ivi, we define a partition refinement <UvAv.T
of M of width pwd<UvAv 2 αk such that> »

w[v FwC�Fv R Uh<vA R »
w[v Fw for v . T ,

where h � 0ω � 0ω is the homomorphism defined by h<cA �� c for
c . ��.

Uv

Uv Uv

We start with Uε �� M. Suppose that Uv is already defined, set
u �� h�<vA, and let

Uv �� Uv 9 Fu , Uv �� »
w[u Fw � Fu ,

Uv �� Uv � Fu , Uv �� »
w[u Fw � Fu .
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�en, for c 0 , it follows that

eti<Uvc2UvcA2 eti<Fu2UvcA � eti= »
w[u<�cA Fw 8 »

w�u Fw 3 UvcB2 iFui � iFui 2 k ,

and eti<Uv2UvA2 eti<Fu2UvA � eti=»
w�u Fw 3 UvB2 iFui � iFui 2 k ,

which implies eti<Uvx2UvxA 2 αk for x . Fε, , K.
(b) Let <UvAv.T be a partition refinement of width pwd<UvAv � k.

By induction on ivi we define sets Av R Uv and Bv R Uv such that

eti<Uv2UvA � eti<Av2UvA
and eti<Uv2UvA � eti<Bv2UvA .
Let Aε �� Bε �� ∅. Suppose that Av and Bv are already defined.
For c . ��, choose a set Avc of representatives of Uvc2�Uvc

such

that Av 9 Uvc R Avc. Further, choose sets Bvc R Bv 8 Av<�cA of
representatives of Uvc2�Uvc

.
�e tree cover <FvAv.T obtained by setting

Fε �� A 8 A and Fv �� Av 8 Av 8 Bv for v h ∅ ,

has a width of iFvi � iAvi � iAvi � iBvi 2 k � αk. k
To give an example that shows how proofs about tree width can be

transformed into ones for partition width, we develop criteria for a
transition system to have a tree cover of a certain width. �e proofs
are mere translations of results of Robertson and Seymour [].

Definition ... Let M be a finite transition system.
(a) M is said to admit <k, nA-separations if M has a separation admitting <k, nA-separations<A, BA . Sk<MA such thatiA � Bi, iB � Ai 2 < � n�AiMi .
(b) M strongly admits <k, nA-separations if for every X R M, there strongly admitting <k, nA-separations

is a separation <A, BA . Sk<MA such thati<A � BA 9 Xi, i<B � AA 9 Xi 2 < � n�AiXi .
�e following conditions are sufficient for a class of transition sys-

tems to only contain structures strongly admitting <k, nA-separations.
Lemma ... Let K be a class of finite transition systems such that
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() every structure inK admits <k, nA-separations;
() K is closed under (induced) substructures and addition of new

elements which are connected to exactly one other vertex.

�en every structure M . K strongly admits <k, nA-separations.
Proof. Fix an edge relation Eλ of M and a number m . N such that
there is no integer z with< � n�AiXi 0 z 2 < � n�AiXi �m�=< � n�AiMi � kB .
Let X R M. For each vertex v . X, let Nv be a set of m new vertices.
We add all the vertices in Nv to M and connect them by an Eλ-edge
to v. �e structure M� obtained in this way is in K and, hence, there
is a separation <A�, B�A . Sk<M�A of M� withiA� � B�i, iB� � A�i 2 < � n�AiM�i .
Let A �� A� 9M and B �� B� 9M. If v . X 9 <A � BA then Nv R A�.
Hence,

m � i<A � BA 9 Xi 2 iA�i 2 < � n�AiM�i � k2 < � n�A<miXi �MA � k .� i<A � BA 9 Xi 2 < � n�AiXi �m�=< � n�AiMi � kB .
By choice ofm it follows that i<A � BA 9 Xi 2 < � n�AiXi.
�e bound i<B � AA 9 Xi 2 < � n�AiXi is obtained in the same

way.
For each c . <A� 9B�A�M choose elements a . A�B and b . B�A,

if such elements exist, such that a �B�A c and b �A�B c. Let D be the
set of these elements.�en iDi 2 i<A� 9B�A�Mi and <A8D, B8DA
is the desired separation of orderi<A 9 BA 8 Di 2 iA� 9 B� 9Mi � i<A� 9 B�A �Mi2 iA� 9 B�i 2 k . k
For structures strongly admitting <k, nA-separations we can con-

struct a tree cover of bounded width.

Proposition ... Let K be a class of finite transition systems that is
closed under (induced) substructures such that each M . K strongly
admits <k, nA-separations. �en every M . K has a tree cover of width
K �� k<n � A � .

Proof. By induction on iMi we show that, for each X R M of sizeiXi 2 kn � , M has a tree cover <FvAv.T of width K such that X R Fv
for some v . T.
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If iMi 2 K the result is immediate. �us, we may assume thatiMi 1 K and iXi � kn � . By definition, there is a separation<A, BA . Sk of M such thati<A � BA 9 Xi, i<B � AA 9 Xi 2 < � n�AiXi .
Since iA 9 B 9 Xi 2 iA 9 Bi 2 k it follows thatiA 9 Xi � i<A � BA 9 Xi � iA 9 B 9 Xi2 < � n�AiXi � k 0 iXi .
In particular this implies that A h M. Let M �� MiA and

X �� =<A � BA 9 XB 8 <A 9 BA .
�en M . K, iMi 0 iMi, and iXi 2 < � n�AiXi � k 2 kn � .
Hence, by induction hypothesis,M has a tree cover <FvAv.T

ofwidth
atmostK whereX R Fv for some v . T. Analogously, we candefine
M �� MiB and X, and obtain a tree cover <FvAv.T

and a vertex
v . T with X R Fv .
Let r be a new vertex not in T or T and let T be the tree ob-

tained from the disjoint union of T , T, and r by adding the edges<r, vA and <r, vA. For v . T, we define
Fv �� bhhhhhfhhhhhd

X 8 <A 9 BA if v � r ,
Fv if v . T ,

Fv if v . T .

�en iFri 2 K and <FvAv.T is the desired tree cover of M. k
. C- 

In this section we try to develop a suitable notion of connectedness.
Recall that a graph is k-connected if every separator is of size at
least k. Hence, we can try to investigate transition systems without
non-trivial separationsof sizek.�iswasdoneat the endofSection..
Another, perhaps less obvious, approach consists in using cuts instead
of separations. It turns out that the concept of cut freeness provides
a natural analogue to the notion of connectedness.
We continue to assume that M � <M, <EλAλ.Λ , P̄A is a finite transi-

tion system and α �� iΛi.
.. C- 

Definition ... A nonempty set X R M is k-cut free if every cut k-cut free
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<A, BA . C
k<XA satisfies iAi 0 k or iBi 0 k. For k �  we simply callX

cut free.

Remark. �eproperty of being k-cut free is obviouslyMSO-definable.

�e cut free graph P .

Example. �ere are no -cut-free undirected graphs with  or  ver-
tices, and P is the only one with  vertices.

We start by deriving simple properties of cut-free sets showing
that these sets have a similar behaviour as connected ones. First,
we consider the question whether the union of cut-free sets is also
cut free.

Lemma ... Let X be a set and v some element with eti<X2vA 1 .
If X is -cut-free set then so is X 8 FvK.
Proof. Let <A, BA . C

<X 8 FvKA. Since X is -cut free one of the sets
A 9 X and B 9 X is empty. By symmetry, we may assume that X R A.
If v . B then eti<A2BA 3 eti<X2vA 1 . Contradiction. �us, v . A
and B � ∅. k
Lemma ... Let <A , BA and <A, BA be cuts of order . IfA 9A h
∅ then <A 8 A, B 9 BA is also a cut of order .
Proof. Let b, b� . B 9 B . �en b �A

b� and b �A
b� which implies

b �A8A
b�. On the other hand, if b . Ai, b� . Ak , and c . A 9 A ,

then b �Bi
c and c �Bk

b� implies b �B9B
c �B9B

b�. k
Lemma ... Let X and Y be -cut-free sets.

(a) If X 9 Y h ∅ then X 8 Y is -cut free.

(b) If X 9 Y � ∅ then X 8 Y is -cut free iff <X, YA � C
<X 8 YA.

Proof. (a) Let <A, BA . C
<X 8YA. SinceX is -cut free, one of the sets

A 9 X and B 9 X is empty. By symmetry, assume X R A. Analogously,
one of the sets A 9 Y and B 9 Y is empty. Since X 9 Y h ∅ and X R A
it follows that Y R A, i.e., B � ∅.
(b) Trivially, if <X, YA . C

<X 8 YA then X 8 Y is not -cut free.
To show the other direction we may, by symmetry, assume that
eti<X2YA 1 . �en there is some element v . Y with eti<X2vA 1 .
�us X 8 FvK is -cut free and so is <X 8 FvKA 8 Y � X 8 Y by (a). k
In a similar way to connected components, every structure admits

a unique partition into maximal cut-free sets.

Lemma ... If X and Y are maximal -cut-free sets with X h Y then
X 9 Y � ∅ and <X, YA . C

<X 8 YA.
Proof. Otherwise, X 8 Y would be -cut free, by Lemma .., in
contradiction to the maximality of X and Y . k
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It follows that we have a well-defined notion of a cut-free compo-
nent.

Definition ... Let M be a transition system and X R M. A cut-
free component of X is a maximal -cut-free subset of X. A cut-free cut-free component

component of size  is called trivial. trivial

Once we have decomposed a transition system into its cut-free
components we can construct a new structure whose elements are
the components of the first one. If our notion of connectedness is well-
behaved then the cut-free components of this new structure should
be trivial.

Definition ... For every transition system M � <M, <EλAλ.Λ , P̄A
with cut-free components Xi, i . I, we define the structure Mcfc

Mcfc � =Mcfc , <Ecfcλ Aλ.Λ , P̄cfcB
with Mcfc �� FXi i i . I K ,

Ecfcλ �� F <Xi, XkA i Xi � Xk R Eλ K ,
and Pcfcn �� FXi i Xi 9 Pn h ∅ K .
Lemma ... Let M be a transition system. �e structure Mcfc has
only trivial cut-free components.

Proof. Let Y be a cut-free component of Mcfc . We claim that ºY
is -cut free. Otherwise, there is a non-trivial cut <A, BA . C

<ºYA.
Since <A 9 Xi, B 9 XiA . C

<XiA it follows that Xi R A or Xi R B for
all Xi . Y . �us,=FXi i Xi R A K, FXi i Xi R B KB . C

<YA .
Contradiction. k
Recall that a partial partition refinement is a partition refinement

where we drop the condition that the leaves are singletons. �e next
result shows that, when constructing a partition refinement of a
transition system, it is sufficient to construct separate refinements for
each cut-free component.

Lemma ... Every (not necessarily finite) transition system M has
a partial partition refinement <UvAv of width  such that every leaf
of <UvAv is a cut-free component of M.

Proof. We define <UvAv by induction on ivi. Let Uε �� M. Suppose
that Uv is already defined. If Uv is -cut free then we are done. Oth-
erwise, there exists a cut <Uv , UvA . C

<UvA with Uv , Uv h ∅.
Finally, if ivi is a limit, we can set Uv �� ¸uXv Uu. k
Corollary ... Let M be a transition system. If M has only trivial
cut-free components then pwd M � .
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.. T  

  - 

Aßer having shown that the notion of a cut-free component is well-
behaved, we now turn to an investigation of the internal structure of
a cut-free set. In particular, we are interested in finding something
akin to a spanning tree. As a first step, we show that every pair of
vertices in a cut-free set is connected by a path where edges of a given
type do not appear.

Definition ... Let M � <M, <EλAλ.Λ , P̄A be a transition system.
�e type of an edge <u, vA . M �M is the settype of an edge

τ<u, vA
τ<u, vA �� F Eλxy i <u, vA . Eλ K 8 F Eλyx i <v, uA . Eλ K .

Lemma ... Let M be a finite transition system and X R M a -cut
free set. For every pair x, y . X of distinct vertices and each edge type σ
there exists a path from x to y every edge of which is not of type σ.

Proof. Let F �� F <u, vA . X i τ<u, vA h σ K. If there is no path from x
to y in F then there exists a partition X � A < B with A � B 9 F � ∅.
Hence, every edge between A and B is of type σ and, consequently,<A, BA . C

<XA. Since x . A and y . B this cut is non-trivial. Contra-
diction. k
In the general case with several directed edge relations we obtain

a configuration that only vaguely resembles a spanning tree. We
prove that we can enumerate each cut-free component such that all
intermediate sets remain cut free. For undirected graphs with only
one edge relation the situation is much simpler and we will really
obtain a pair of trees.

Lemma ... Let M be a -cut-free transition system. For every
-cut-free set X R M there exists a strictly increasing sequence <AβAβ2α
of -cut-free sets starting with A � X and ending in Aα � M such thatm iAβ� � Aβi 2 , for all β 0 α,m Aδ � ºβ0δ Aβ if δ 2 α is a limit.

Proof. We define the sets Aβ by induction on β. If δ is a limit and
Aβ is -cut free for β 0 δ, thenAδ �� ºβ0δ Aβ is also -cut free. Hence,
it remains to consider the successor step.
Suppose that Aβ is already defined. If eti<Aβ2xA 1  for some

element x . M � Aβ, then we can set Aβ� �� Aβ 8 FxK. Otherwise,<Aβ , M � AβA � C
<VA implies that eti<M � Aβ2AβA 1 . Fix an

arbitrary element v . Aβ. We will construct some set C R M � Aβ
of size iCi 2  such that C 8 FvK is -cut free. �en we can set
Aβ� �� Aβ 8 C.
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For every edge type σ, set

Wσ �� F x . M � Aβ i τ<v, xA � σ K ,
and let Xσ

i , i . Iσ , be the family of cut-free components ofWσ .

v

x� x�
y

σ

σ

τ

hσ
ρ hρIf, for some types σ h τ, there are components Xσ

i and Xτ
k with

eti<Xi2YkA 1 , then we can find elements x, x . Xσ
i and y . Xτ

k
such that τ<y, xA h τ<y, xA. By Lemma .. there exists a path
from x to x where every edge is not of type σ. Following that path
we find an edge <x�, x�A with

τ<x�, x�A h σ and τ<y, x�A � τ<y, xA h τ<y, x�A .
It follows that the set Fv, x�, x�, yK is -cut free.
Now, consider the case that <Xσ

i , X
τ
kA . C

<Xσ
i 8 Xτ

kA for all com-
ponents Xσ

i and Xτ
k . �en, every set Xσ

i is also a cut-free compo-
nent of M � Aβ. By Lemma .., there exists a partial partition
refinement <UvAv of M � Aβ where every leaf is one of the Xσ

i .
Let σ be the type of edges <x, yA with x . U and y . U . Since<Uc 8 Aβ, U�cA � C

<MA, for c 0 , it follows that there are x . U

and y . U such that τ<v, yA h σ and τ<x, vA h σ. If τ<v, xA h τ<v, yA
then we can set C �� Fx, yK.

v

yi yi�
x

ρ

σ

ρ

hσ
σ σ

Hence, we may assume that there is some edge type ρ h σ such
that τ<v, xA � ρ and τ<v, yA � ρ for all x . U with τ<x, vA h σ and all
y . U with τ<v, yA h σ. Since eti<M � Aβ2vA 1  we can find some
z . M�Aβ with τ<v, zA h ρ. By symmetry, wemay assume that z . U .
Hence, τ<v, zA � σ. SinceM is -cut free there exists a path y , . . . , ym
from v � y to z � ym all edges of which are not of type σ. W.l.o.g.
we may assume that yi � Aβ for i 1 . �is implies that yi . U for
i 1  since the path cannot cross the cut between U and U as all
edges fromU toU are of type σ. By assumption, τ<v, yA h σ implies
τ<v, yA � ρ. �erefore, we find some edge <yi, yi�A of the path such
that τ<v, yiA � ρ and τ<v, yi�A � σ. Finally, fix some element x . U

with τ<v, xA � ρ. �e desired set is C �� Fx, yi, yi�K. k
�e following immediate corollary again underlines the similarity

between the notions of cut freeness and connectedness.

Corollary ... For all -cut-free sets X R Z and each cardinal
κ 2 iZ � Xi there there exists a cut-free set X R Y R Z of size
κ 2 iY � Xi 2 κ � .

We also obtain a relationship between cut freeness and the notion
of cographs. �ese are graphs that do not contain P as induced
subgraph.

Corollary ... Let G � <V, EA be a -cut-free undirected graph and
x . V . �ere exists a set C R V containing x of size iCi �  such that
GiC � P.
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Proof. By the preceding lemma we can construct an increasing se-
quence <AiAi of -cut-free sets withA � FxK and iA �Ai 2 . Since
there are no -cut-free undirected graphs of size  or  it follows thatiAi �  and, hence, GiA

� P. k
Corollary ... An undirected graph G � <V, EA has a non-trivial
cut-free component if and only if it contains P as induced subgraph.

For undirected graphswith only one edge relation, we can improve
the above lemma by constructing some kind of a spanning tree.

Definition ... Let G � <V, EA be a finite undirected graph and
X R V .
(a) A spanning tree for X is a pair <T, TA of undirected trees withspanning tree

set of vertices X such that <u, vA � E for all edges <u, vA of T

and <u, vA . E for all edges <u, vA of T .

(b) A spanning forest of X is a pair <F, FA of forests consisting ofspanning forest

one spanning tree for each cut-free component of X.

(c) �e girth of a spanning forest <F, FA is the maximal distancegirth

in F of two vertices that are adjacent in F.

Lemma ... LetG � <V, EA be a finite undirected graph andX R V .
�ere exists a spanning forest <F, FA of girth  for X.
Proof. W.l.o.g. we may assume that X is -cut free. Let X R X be a
maximal set such that there exists a spanning tree <F, FA of girth 
for X. We have to show that X � X.
Suppose otherwise. First, we consider the case that there exists

some v . X � X with eti<X2vA 1 . �ere are elements y, y . X

with <x, yA � E and <x, yA . E. Following the unique F-path from y
to y we find some edge <z , zA with <x, zA � E and <x, zA . E.
Consequently, we can extend <F, FA to a spanning tree for X 8 FvK
by adding the edge <x, zA to F and the edges <x, zA and <z, zA
to F. Contradiction.
It follows that eti<X2vA �  for all v . X �X. Since X is -cut free,

Lemma .. implies that there exists a setC R X �X of size iCi 2 
such thatX8C is -cut free. By the above arguments, we have iCi 1 
and, since there are no -cut-free undirected graphs of size  or , it
follows that iCi � . �erefore, fixing an arbitrary vertex w . X,
we obtain a set C 8 FwK that induces an subgraph isomorphic to P.
Adding the edges of this subgraph to F and F yields a spanning tree
for X 8 C. Again a contradiction. k
A tree is a connected graph that becomes unconnected if we re-

move any vertex that is not a leaf. A similar result holds for cut-free
transition systems.
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Lemma ... Let M be -cut free, and let C, W R M be disjoint
nonempty sets such that, for every a .W, there is a cut <A<aA, B<aAA .
C
<M � FaKA with C R A<aA. Suppose that the cut <A<aA, B<aAA is

chosen such that B<aA is minimal.

(a) If we define the order J onW by

a J b : iff B<aA S B<bA ,
then <W, JA forms a tree.

(b) �ere is some element a .W such that iB<aA 9Wi 2 .

Proof. (a) Let a, b . W. By definition, J is reflexive and transi-
tive. Since A<aA 9 A<bA S C h ∅, Lemma .. implies that the cut<A<aA 8 A<bA, B<aA 9 B<bAA is of order . To show that J is antisym-
metric we prove that B<aA � B<bA implies a � b. Since B<aA � B<bA
implies a . A<bA and b . B<aA we otherwise would have=A<aA 8 A<bA, B<aA 9 B<bAB . C

<MA ,
which contradicts the -cut freeness of M.

�us, J is a partial order. To prove that it is also a tree we consider
three cases.<b . A<aAA From=<A<aA 8 A<bAA � FaK, B<aA 9 B<bAB . C

<M � FaKA
and theminimality of B<aA it follows that B<aA9B<bA � B<aA. Hence,
B<aA R B<bA, i.e., b J a.<a . A<bAA By symmetry, we have a J b.<a . B<bA and b . B<aAA In this case we have B<aA 9 B<bA � ∅

since, otherwise,=B<aA 8 B<bA, A<aA 9 A<bAB . C
<MA ,

would contradict the -cut freeness of M.
If a J c and b J c then B<cA R B<aA and B<cA R B<bA. Hence,

B<aA 9 B<bA h ∅ and the above results imply that a . A<bA or
b . A<aA. It follows that a J b or b J a as desired.
(b) Choose some a . W such that B<aA is minimal. We claim thatiB<aA 9Wi 2 .
By (a) it follows that a � A<bA for all b . W. �us, a . B<bA for

all b . W � FaK. If b, b� . B<aA 9W then B<bA R A<aA 8 FaK, and
b� � B<bA R A<aA 8 FaK implies b� . A<bA. Finally, it follows that
B<bA R B<b�A. By symmetry we obtain that B<b�A R B<bA. �erefore,
it follows that b � b�. k
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.. S   

In the remainder of this section we show that in a transition system
either there exists a family of large disjoint cut-free sets or we can
construct a partial partition refinement of small width. A similar
theorem was used by Robertson and Seymour in [] to construct a
grid in a graph of large tree width: If the tree width is large then there
exists a family of large disjoint connected sets which can be used as
rows (or columns) of the desired grid.

Definition ... For every family A � FA, . . . , AnK of disjoint
-cut-free sets with iAi 2 � � � 2 iAni we defined<AA

d<AA �� =iAi, . . . , iAniB .
Such a family is called maximal if there is no B with iBi � iAi andmaximal family of -cut-free sets

d<AA 0lex d<BA.
Note that by maximality we refer not to the size of the family but

to the cardinality of its components. If A is a maximal family then
all connected components in the complementºA are small, and the
following lemma shows that the type index is bounded by

eti=»A 3 »AB 2 iAi.
Lemma ... Let M be a transition system. If A is a maximal
family of -cut-free sets and B a cut-free component ofM � ºA, then<A, BA . C

<A 8 BA for all A . A.
Proof. Otherwise, by Lemma .., the set A 8 B would be -cut free
and the family<A � FAKA 8 FA 8 BK
would contradict the maximality of d<AA. k

Suppose that A is a maximal family of cut-free sets and there are
sets A, B . A with iAi 0 iBi such that, for some X R B the set A 8 X
is -cut free. �en, by maximality, all cut-free components of B � X
are of size at most iAi. We will show that in this situation there exists
a small set X such that X 9 X h ∅, for all sets X with the above
properties. �e main argument in the proof below consists of the
following technical lemma.

Lemma ... LetM be a -cut-free transition system andA a family
of disjoint nonempty subsets A R M. If there exists a set X R M such
that X is a cut-free component ofM �A for everyA . A, then iAi 2 .
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Proof. By Lemma .., we can construct an increasing sequence
of -cut-free sets X � U P U P � � � P M with iU � Ui 2 . IfiAi 1  then there is some A . Awith A 9 <U �UA � ∅. �erefore,
U R M � A and X P U is no maximal -cut-free set of M � A.
Contradiction. k
Lemma ... Let M be a -cut-free transition system and k, m
numbers with km 0 iMi. If A is a nonempty family of nonempty
subsets A R M of size iAi 2 m such that, for all A . A, every cut-free
component ofM � A is of size at most k, then there exists a set X R M
of size iXi 2 m such that A 9 X h ∅ for all A . A.
Proof. Suppose that such a set X does not exist. Let B R A be a
maximal family of pairwise disjoint sets. Since X �� ºB is a set with
A 9 X h ∅ for all A . A it follows that iBi 1 . Fix four distinct
sets A, B, B, B . B, and let Yi, i . I, be the family of cut-free
components ofM � A.
Suppose that Z is a cut-free component ofM � B for B . A � FAK.

If Z 9Yi h ∅ for some component with B 9Yi � ∅ then Yi R Z since
Yi is -cut free inM �B. On the other hand, if A 9Z � ∅ then Z R Yi ,
for some i . I, as Z is -cut free in M � A. Since iZi 2 k it further
follows that, if A 9 Z h ∅, then Z � A is the union of at most k � 
components Yi.
For every B . A � FAK letm C<BA be the union of those components Z of M � B with

Z 9 A h ∅ ;m C<BA contain the components Z ofM � B contained in some
set Yi with B 9 Yi h ∅ ;m C<BA be the union of those Yi which are cut-free components
of bothM � A andM � B.

�en C<BA 8 C<BA 8 C<BA � M � B andiC<BAi 2 kiAi 2 km ,iC<BAi 2 <k � AiBi 2 <k � Am ,iM � C<BAi 2 iBi � iC<BAi � iC<BAi 2 km ,

which implies thatiC<BA 9 C<BA 9 C<BAi 3 iMi �  � km 1  .

Consequently, there exists a component

Yi R C<BA 9 C<BA 9 C<BA .
But, according to the preceding lemma, Yi cannot be a cut-free com-
ponent ofM � C for every C . FA, B, B, BK. Contradiction. k
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With these preparations we are able to prove the main theorem
of this sections. Either a transition system contains a family of large
disjoint cut-free sets, or its partition width is bounded.

�eorem ... Let M be a transition system and k 0 ω. If there is
no family Ai, i 0 k, of disjoint -cut-free sets of size iAii 3 m then
there exists a partial partition refinement of M of width αk<k�A2 and
granularity 

 <k � A<m � ⁄A � k⁄.

Proof. By Lemma .., it is sufficient to prove the result for each
cut-free component of M. �us, w.l.o.g. we can assume that M is
-cut free.
We construct the partial partition refinement by induction on k. If

k �  thenM does not contain a cut-free component of size at leastm.
Consequently, there exists a partial partition refinement of M of
width  and granularitym.

Now suppose that k 1 . Let Ai, i 0 k, be a maximal family of
disjoint -cut-free sets with iAi 2 � � � 2 iAk�i. By assumption,iAi 0 m.
() If there is no index n 1  such that iAn�i �  0 iAni then, by

induction, it follows thatiAi�i 2 iAii �  2  � =i<m � ⁄A � ⁄B � � i�<m � ⁄A � ⁄ ,

which implies thatiAi � � � � � iAk�i 2 é
i0k=i<m � ⁄A � ⁄B� 
 <k � A � <m � ⁄A � k⁄ .

Define B �� A 8 � � � 8 Ak� and B �� M � B . Since every cut-free
component of B is of size less thanm there exists a partial partition
refinement of B of width  and granularity m. By Lemma .., we
have eti<B2BA 2 k.�us, attaching the partial partition refinement
of B to the cut <B, BA we obtain a refinement of width at most αk

and the desired granularity.
() Now consider the case that there is such an index n. Let B ��ºi0n Ai, B �� ºi3n Ai, and, for l 3 n, define

Cl �� F v . Al i eti<Ai2vA 1  for some i 0 n K .
�e maximality of Ai, i 0 k, implies that, for every v . Cl , the set
Al � FvK does not contain a -cut-free set of size greater than iAn�i.
Since iAli 1 iAn�i we can apply Lemma .. and it follows thatiCli 2 .Consequently, the setC �� ºl Cl is of size iCi 2 <k�nA 2 k.
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Since eti<Ai2Al � ClA �  it follows that

eti<Ai2ºl3n<Al � ClAA � � eti<B2B � CA 2 n� eti<B � C2BA 2 αn� eti<B2BA 2 αn � iCi 2 αk � k .

Furthermore, we have

eti<B2BA 2 eti<B2B � CA � eti<B2CA 2 n � αiCi 2 kαk .
If B contains k � n �  disjoint -cut-free sets of size at least m

then the family consisting of these sets together with A, . . . , An�
contradicts the maximality of Ai, i 0 k. If n 1  then k � n �  0 k and
we can apply the induction hypothesis to obtain a partial partition
refinement <UvAv.T ofB ofwidth atmostα<k�A<k�A2 andgranularity



<k� � A<m � ⁄A � k � 


0 

<k � A<m � ⁄A � k⁄ .

Since eti<Uv2M � UvA2 eti<Uv2B � UvA � eti<Uv2BA2 α<k�A<k�A2 � <αk � kA2 α<k�A<k�A2 � <αk � αkA2 α<k�A<k�A2�k�� αk<k�A2�
it follows that the partial partition refinement of M obtained by
attaching <UvAv to the cut <B, BA is of width at most

maxFkαk , αk<k�A2�K 2 αk<k�A2 .
() It remains to consider the case that n � . Since M is -cut free

there exists a set D R B of size iDi 2  such that A 8 D is -cut free.
IfB �D contains k� disjoint -cut-free sets of size at leastm then the
family of these togetherwithA 8Dwould contradict themaximality
of Ai, i 0 k. Hence, by induction hypothesis, there exists a partial
partition refinement <UvAv of B � D of width at most α<k�A<k�A2
and granularity



<k� � A<m � ⁄A � k � 


.
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Since eti<Uv2M � UvA2 eti<Uv2<B � DA � UvA � eti<Uv2AA � eti<Uv2DA2 α<k�A<k�A2 � <α � kA � α2 α<k�A<k�A2 � α�k � α� αk<k�A2
it follows that the partial partition refinement of M obtain by attach-
ing <UvAv to the cut <B , BA is of width at most

maxFkαk, αk<k�A2K 2 αk<k�A2 . k
Corollary ... Let M be a finite transition system and k 0 ω. If
there is no family Ai, i 0 k, of disjoint -cut-free sets of size iAii 3 m
then

pwd M 2 maxHαk<k�A2 , 

<k � A<m � ⁄A � k⁄M

Corollary ... Let M be a finite transition system and k 0 ω. If
there is no family Ai, i 0 k, of disjoint -cut-free sets of sizeiAii 3 

 iMi � k
k � 

� 



then there is a cut <B, BA of M of order αα
k<k�A2

with iBi, iBi 2

 iMi.
Proof. By the preceding theorem there exists a partial partition re-
finement <UvAv.T of M of width αk<k�A2 and granularity




<k � A� 

 iMi � k
k � 

� 


� 


E � k


� 


iMi .

Fix some v . T such that iUvi 1 
 iMi and iUvi, iUvi 2 

 iMi. By
symmetry we may assume that iUvi 3 iUvi. Define B �� Uv and
B �� Uv 8 <M � UvA. �e cut <B, BA is of the desired order andiBi � iMi � iBi 2 iMi � 


iUvi2 iMi � 


� 

iMi � 


iMi . k

. R

A theoremofMenger states that, ifG � <V, EA is a graph andX,Y R V
sets such that no set of size less than k separatesX from Y , then there
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are k disjoint paths connecting X and Y . In the present section we
try to derive an analogue to this result. In the proof of their Excluded
Grid �eorem Robertson and Seymour [] use such paths for the
columns of the grid whose rows were obtained as described in in the
previous section.

Definition ... LetX,Y ,Z R M be disjoint.X is k-separated fromY k-separated

over Z if there is a partition Z � A < B with

eti<Y 8 B2X 8 AA 0 k .
We will repeatedly make use of the following observation which

immediately follows from the definition.

Lemma ... IfX is not k-separated fromY over Z and Z � A<B<C
then X 8 A is not k-separated from Y 8 B over C.

Alternatively, we can express k-separatedness also in terms of cuts
or separations.

Lemma ... If X is k-separated from Y over Z then there exist

() a cut <A, BA . C
αk�<ZA with X R A and Y R B, and

() a separation <A, BA . Sαk<ZA with X R A � B and Y R B � A.
Proof. () Let <A, BA be a cut of Z such that eti<Y 8 B2X 8 AA 0 k.
�en eti<X 8A2Y 8BA 2 αk� and, hence, <X 8A, Y 8BA . C

αk�<ZA.
() Follows from () and Lemma ... k
We will show that, if X is not k-separated from Y over Z, then we

can find something like a system of k disjoint paths from X to Y . �e
first step consists in defining an ordering of Z that induces a notion
of distance of an element from X.
In the remainder of this section we will make frequent use of the

following notation. If <AiAi is a seqeuence of sets then we denote
the union ºi1n Ai by A1n. �e sets A3n, A0n, and A2n are defined
analogously.

Definition ... Let X, Y , Z R M.
(a) A stratification of Z from X to Y is a finite sequence <AiAi0l of stratification

disjoint nonempty sets such that

() Z � ºi0l Ai,
() for all i 0 l and every b . Y 8 A1i there exists some c . Y such

that b �X8A0i c.
(b) A stratification <AiAi0l refines <BiAi0m iff there is a non-decreas-

ing surjective function µ � �l� � �m� such that Ai R Bµ<iA for all
i 0 l.
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Wewill construct a stratification <AiAi by induction on i. IfAi is al-
ready defined thenwe consider all external types overX8A2i realised
in Y 8 <Z �A2iA. We say that A2i distinguishes those elements whosedistinguish

type is not realised in Y . �ese elements form the next stage Ai� .
Definition ... Let M be a transition system. For X, Y, Z R M the
set of elements of Z distinguished by X isDY

Z <XA
DY
Z <XA �� X 8 F a . Z i a pX c for all c . Y K .

Note that the operator DY
Z <XA is monotone in X and Z. We use

the stages of the fixed-point induction ofDY
Z to define a stratification

of Z.

Lemma ... IfX is not k-separated from Y over Z then there is some
W R Z such that

() X is not k-separated form Y overW ;

() W admits a stratification <AiAi0l with eti<Y 8Ai2X 8A0iA 3 k
for all i 0 l ;

() W � ºn0ω<DY
WAn<XA.

Proof. LetW �� ºn0ω<DY
Z An<XA.�en the third condition is satisfied

since DY
W<VA � DY

Z <VA 9W for V R M.
For the first one, suppose that there is a partitionW � A < B such

that eti<Y8B2X8AA 0 k. Since eti<Y8B8<Z�WA2X8AA 3 k there
is some b . Z�W such that b pX8A c for all c . Y8B. Hence, b pX8W c
for all c . Y which implies that b . DY

Z <WA �W. Contradiction.
Finally, note that the sequence <AiAi0l with

Ai �� <DY
WAi�<XA � <DY

WAi<XA
forms a stratification ofW. k
Our analogue of a system of disjoint paths consists of a stratifica-

tion <AiAi together with a bijection between consecutive stages of the
stratification. �ese bijections map elements a . Ai to some b . Ai�
such that a distinguishes b from Y . �is behaviour is formalised in
the following definition.

Definition ... Let X, Y , Z R M be disjoint. Fix a set Y R Y of
representatives of Y2�X , i.e., a set such thatiYi � eti<Y2XA � eti<Y2XA ,
and let ι � Y � Y be the function mapping elements b . Y to theι � Y � Y

unique b . Y with b �X b.
(a) �e set of elements distinguished by a . Z isS<aA
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S<aA �� F b . Y � Y i b pX8FaK ιb K ,
and, for A R Z, we define σ<AA

σ<AA �� j»
a.A S<aAj .

(b) A set A R Z is called independent to Y over X if there exists an independent

injective function µ � A � Y � Y such that µ � A � Y � Y

µ<aA . S<aA for all a . A .
(c) A set A R Z is free to Y over X if σ<AA 3 iAi for all A R A. free

Remark. Note that σ can be equivalently defined by

σ<AA �� eti<Y2X 8 AA � eti<Y2XA .
Lemma ... Let X, Y, Z R M be disjoint finite sets. Every set A R Z
that is free to Y over X is also independent to Y over X.

Proof. IfA R Z is free then, byHall’s theorem, there exists a system of
distinct representatives ba . S<aA, a . A, for the family <S<aAAa.A .We
obtain the desired function µ � A � Y �Y by setting µ<aA �� ba. k
Lemma... LetX,Y,Z R M be disjoint.�e family of subsetsA R Z
that are independent to Y over X forms a matroid.

Proof. �is statement is just a reformulation of �eorem .. of
Welsh []. �e original proofs are due to Edmonds and Fulker-
son [] and Mirsky and Perfect []. k
To obtain an injection µ � A � Y � Y it is therefore sufficient to

prove the existence of large free sets.

Lemma ... Let X, Y, Z R M be disjoint finite sets and letA R Z be
a maximal set free to Y over X. �en eti<Y2X 8 AA � eti<Y2X 8 ZA.
Proof. Suppose otherwise. �en there is some b . Z � A with

eti<Y2X 8 A 8 FbKA 1 eti<Y2X 8 AA .
Fix c, c . Y such that c �X8A c and c pX8A8FbK c . Obviously, this
implies c �X8A

c and c pX8A8FbK c for all A R A. It follows that
σ<A 8 FbKB � eti<Y2X 8 A 8 FbKA � eti<Y2XA3 eti<Y2X 8 AA �  � eti<Y2XA� σ<AA � 3 iAi �  � iA 8 FbKi ,

for all A R A, which implies that the set A 8 FbK is also free. Contra-
diction. k
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Aßer all these preparationswe arefinally able to definewhat exactly
we mean by a system of disjoint paths.

Definition ... Let X, Y , Z R M be disjoint finite sets and k 0 ω.
A k-ribbon from X to Y in Z is a sequence ρ � <ānAn0l of k-tuplesk-ribbon

ān R Y 8 Z satisfying the following conditions:

() <AnAn0l is a stratification of A0l where An �� ān � Y .
() āl� R Y .
() If ani . Y then ami � ani for all m 3 n. Conversely, if ami � anj

then i � j and, by (), necessarily ami . Y .
() An is free toY 8An� overX 8A0n. In particular, for all n 0 l� 

and all i 0 kwith ani . Z, there is some j 0 kwith anj � an�j . Y
such that an�i �X8A0n an�j and an�i pX8A0n8Fani K an�j . We

denote the mapping taking an�i to an�j by ι.

�e sequences <ani An0l , for i 0 k, are called the threads of ρ.thread

x x x x

z z z z

z z z

z

z

y y y y y

X

Y

Example. In the graph on the leß there exists a -ribbon <ānAn0
from X to Y where

ā �� y z z z z
ā �� y y z z z
ā �� y y y y z
ā �� y y y y z
ā �� y y y y y

�e desired analogue of Menger’s theorem can now be stated in
the following way.

�eorem ... If X is not k-separated from Y over Z then there
exists a k-ribbon from X to Y in Z, for every subset Y R Y with
eti<Y2X 8 ZA 3 k.
Proof. We prove the claim by induction on iZi. W.l.o.g. we may
assume that iYi � k.
By Lemma .., we may assume that Z � ºi0ω<DY

Z Ai<XA and that
Dn �� <DY

Z An�<XA � <DY
Z An<XA is a stratification of Z. As usual, we

denote the union ºi0n Di by D0n. Let l be the minimal index such
that eti<Y2X 8 D0lA � k.
By reverse induction, we define an increasing sequence of sets

A R � � � R Al � Y
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and a sequence of sets Bn R Dn, n 0 l, such thatm eti<An 8 Bn2X 8 D0nA � iAn 8 Bni � k ;m eti<An2X 8 D0nA � iAni � eti<Y2X 8 D0nA .
We start with Al �� Y and Bl �� ∅. Suppose that An� and Bn�

are already defined. Let

mn �� eti<An� 8 Bn�2X 8 D0nA � eti<An�2X 8 D0nA
where the second equality holds since <DnAn is a stratification of Z.

Fix some An R An� with eti<An2X 8D0nA � mn, and let B
�
n R Dn

be a set of maximal size free to An� 8 Bn� over X 8 D0n.
First we show that eti<B�n2X 8 D0nA 3 k � mn. By Lemma ..,

we know that

eti<An� 8 Bn�2X 8 D0n 8 B�nA � k .
Suppose that eti<B�n2X 8 D0nA 0 k � mn. �en B�n P Dn is a proper
subset of Dn and, hence, iB�ni 0 iZi. Since the set X 8 D0n is not
k-separated from <Y 8 ZA � <X 8 D0n 8 B�nA over B�n we can apply
the induction hypothesis and there exists a k-ribbon ρ � <āiAi from
X 8 D0n to An� 8 Bn� in B�n. But ā R An� 8 Bn� 8 B�i implies that

k � eti<ā2X 8 D0nA2 eti<An� 8 Bn� 8 B�n2X 8 D0nA2 eti<An� 8 Bn�2X 8 D0nA � eti<B�n2X 8 D0nA0 mn � <k �mnA
which is a contradiction.

Hence, eti<B�n2X 8 D0nA 3 k � mn and we can fix a free subset
Bn R B�n of size k � mn. By Lemma .., there exists an injective
function µn � Bn � <An� 8 Bn�A � An such that

µn<bA pX8D0n8FbK ιµn<bA for all b . Bn .
Since iAn� 8 Bn�i � iAni � iBni any such function is bijective.
Having defined An and Bn, for n 0 l, it remains to construct the

desired k-ribbon ρ � <ānAn0l . Again we proceed by inverse induction
on n. Let āl be an enumeration of Y . Suppose that ā

n� R An� 8Bn�
is already defined. Consider the function µn � Bn � <An�8Bn�A�An
from above and set

ani �� bhhfhhdµ�n <an�i A if an�i . rng µn ,
an�i otherwise . k

�e above theorem can slightly be improved by considering a
family of setsYi , i . I, instead of a single one. To shorten our notation
we set YJ �� ºi.J Yi for J R I.
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Proposition ... Let M be a finite transition system, X R M, and
r 0 ω. LetYi, i . I, be a family of disjoint sets and setZ �� M�<X8YIA.
If there exists no set J R I of size iJi 0 r such that YI�J is <r � A-

separated from X over Z, then we can findm a set J R I of size iJi � r,m an <r � A-ribbon ρ � <āiAi to X over YJ in Z,m an element c . X, andm an injective function µ � J � ā

such that c pYi
µ<iA for every i . J.

Proof. In order to apply the previous theorem we fix a binary rela-
tion Eλ of M. For every i . I, we add a new element ai to M that is
connected by an Eλ-edge <ai , bA to each b . Yi. �en we have

b �ai b iff b, b . Yi or b, b � Yi .
Let A �� F ai i i . I K. We claim thatA is not <r � A-separated from X
over Z 8 YI .
Let <B , BA be a cut of A 8 Z 8 YI 8X with A R B and X R B . Set

K �� F i . I i Yi 9 B h ∅ K. If iKi 3 r then
eti<B2BA 3 eti<X 8 <B 9 YIA2AA 3  � iKi 3 r �  .

Otherwise, since YI�K R B is not <r � A-separated from X over Z it
also follows that

eti<B2BA 3 eti<B � <YK 8 AA2B � <YK 8 AAA 3 r �  .

Hence, there exists an <r � A-ribbon <āiAi0l to X over A in Z 8 YI .
Since <DX

Z8YI
An<AA � <DX

Z An�<YIA 8 A
it follows that

ā R X 8 DX
Z8YI

<AA � A R X 8 YI .
Consequently, eti<ā2AA � r �  implies that ā 9 X � FcK for some
c . X, and there exists an injective function µ � ā � X � I such that

ai . Yµ<ai A for all ai � X .
Since ai pa

i
c for all ai � X we obtain the desired ribbon by setting

ρ �� <āiA0i0l and J �� rng µ. k
Since we are interested in proving that some structure admitsMSO-

coding it would be handy if the threads of a ribbon were (uniformly)
definable. Unfortunately, this does not seem to be the case. �e most
we can do so far is to define an ordering of each thread.
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Lemma... �ere exists anMSO-formula φ<x, y;X, Y, ZA such that,
if ρ � <ānAn0l is a k-ribbon from X to Y, then

M Ø φ<ami , ani ;X, Y, AiA iff m 0 n ,
where Ai �� F ani i n 0 l K.
Proof. Note that»

s0ω<DY
Ai�Fani KAs<XA � X 8 F ami i m 0 n K .

is the least fixed point of an MSO-definable monotonous operator.
Hence, there is anMSO-formula φ<x, y;X, Y, ZA stating that

x . »
s0ω<DY

Z�FyKAs<XA . k
Above we proposed ribbons as suitable analogues for systems of

disjoint paths. �e next lemma shows that each thread of a ribbon
can indeed be viewed as a path.

Lemma ... Let ρ � <ānAn0l be a k-ribbon from X to Y, and let
Ai �� F ani i n 0 l K for i 0 k.
(a) If Y is -cut free then so is Y 8 Ai for every i 0 k.
(b) If X and Y are -cut free then so is X 8 Y 8 Ai for every i 0 k

with Ai � Y h ∅.

Proof. (a) By reverse induction on n, it follows from Lemma ..
that the sets Y 8 Fani , . . . , al�i K are -cut free for every i 0 k.
(b) ai pX b for all b . Y implies that

eti<Y 8 Ai2XA 1 eti<Y 8 Fai K2XA 1  .

Hence, the claim follows from (a). k
In the remainder of this section we try to strengthen this connec-

tion between threads and cut freeness. In particular, we construct
minimal subsets of a thread still exhibiting the above behaviour.

Definition ... Let M be a transition system and X, Y R M.
(a) A pseudopod of X is a nonempty sequence <aiAi0n of elements pseudopod

such that eti<X 8 A1k2akA 1 , for every k 0 n, where as usual
A1k �� F ai i i 1 k K. �e element a is called the end of <aiAi. end

(b) A pseudopod connection of X to Y is a pseudopod <aiAi of X pseudopod connection

such that either a . Y or eti<Y2aA 1 .
(c) A pseudopod <aiAi of X is minimal if there is no proper subse- minimal

quence with the same end that forms a pseudopod of X.
(d) �e union of two pseudopods ā and b̄ of X is the sequence union<b̄ � āAā.
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�e following properties immediately follow from the respective
definitions.

Lemma ... Let X be a -cut-free set.

(a) If ρ is a k-ribbon to X then every thread of ρ is a pseudopod.

(b) If X is -cut free and <aiAi0n a pseudopod of X, then X 8 A3k is
-cut free for all k.

(c) If X and Y are -cut free and <aiAi is a pseudopod connection
of X to Y, then X 8 ā 8 Y is -cut free.

(d) �e union of two pseudopods is again a pseudopod.

�e structure of a minimal pseudopod is especially simple.

Lemma ... Let M be a transition system and <aiAi0n a minimal
pseudopod of X R M.

(a) eti<A1k�2akA �  for all k 0 n � .

(b) eti<ak�ak�2akA 1  for every k 0 n � .

Proof. (a) Suppose there is some index k such that eti<A1k�2akA 1 
and assume that k is minimal with this property.�en ak� �A0k ak�
which implies that

eti=X 8 <A1i � Fak�KA 3 aiB 1  for i 0 k .
Consequently, the subsequence obtained by omitting ak� is still a
pseudopod in contradiction to the minimality of ā.
(b) If eti<X2akA 1  then, by (a), the subsequence a , . . . , ak, an� is

a pseudopodand ā is notminimal. If eti<ak�ak�2akA �  then, by (a),
eti<A1k2akA � , which implies that eti<X 8 Fan�K2akA 1 . Hence,
the subsequence a , . . . , ak, an� is a pseudopod in contradiction to
the minimality of ā. k
. M  

With the technical results of the previous sections it is possible to
translate the core of the original proof of the Excluded Grid �eo-
rem (see []). We still assume that M � <M, <EλAλ.Λ , P̄A is a finite
transition system and α �� iΛi.
We start by specifying what we mean by a ‘grid’. We will consider

two grid-like configurations. �e first one, called a mesh, is a trans-
lation of the concept of two families of disjoint connected sets such
that each set of one family intersects every set of the other one.When
defining the other configuration, called a preweave, we have a system
of disjoint paths and a family of connected sets in mind where every
set intersects each path.
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Definition ... Let X and Yi, i 0 n, be disjoint sets. X connects the X connects <YiAi
family <YiAi if, for every family <Y�

i Ai of disjoint -cut-free sets with
Y�
i S Yi , the set X 8 ºi Y

�
i is -cut free.

We call a set X connecting if there exists a family <YiAi of disjoint connecting set

sets, disjoint from X, such that X connects <YiAi.
Definition ... An <m, nA-mesh consists of a family Ai, i 0 m, of <m, nA-mesh

disjoint -cut-free sets and a family Bi, i 0 n, of disjoint nonempty
sets such that every Bk connects the Ai, i 0 m.

Definition ... Let X, Y , Z R M be disjoint.
(a) A set C R Z separates X from Y over Z if there is a separation C separates X from Y<A, BA of X 8 Z 8 Y with X R A, Y R B, and A 9 B R C.
(b) C separates X from Y modulo D over Z if C 8 D separates X C separates modulo D

from Y over Z.

Lemma ... If there is no set of size n separatingX fromY moduloD
over Z then there exists a 
logα n�-ribbon from X to Y in Z � D.
Proof. Let r �� 
logα n�.�ere exists no separation <A, BA ofX8Z8Y
with X R A, Y 8 D R B, and iA 9 Bi 2 n. By Lemma .., it follows
that X is not r-separated from Y 8 D over Z � D. Hence, there exists
an r-ribbon ρ � <āiAi0l from X to Y 8 D in Z � D.
In the same way as above it follows that X 8 D is not r-separated

fromY overZ�D.�is implies that eti<Y2X 8ZA 3 r. Consequently,
we can choose ρ such that āl� R Y . k
Definition ... Let M be a transition system and X, Y , Z R M
disjoint finite sets. An <m, n; rA-preweave consists of an m-ribbon ρ <m, n; rA-preweave
from X to Y in M � Z and a family of disjoint sets Bi, i 0 n, each
of which is the union of at most r connecting sets, such that each Bi
separates X from Y modulo Z.

Below we will show that a transition system which does not admit<k, nA-separations contains a largemesh or a large preweave. Butwhat
we are actually looking for is anMSO-definable pairing function.�e
notions of a mesh and a preweave are but a first approximation that
does not seem to suffice for defining such functions in monadic
second-order logic.
In particular the notion of a <m, n; rA-preweave is unsatisfactory.

It would be much better if we could demand r � . �e problem we
are facing is that there does not seem to be a notion ofwhere a thread
intersects one of the sets Bi. If such a concept were available then we
could take a subset of the threads and a subfamily of the Bi such that
all the threads intersect each Bi in the same connected component.
�e first step in the proof consists in deriving a condition for the

existence of a preweave. We need one technical lemma that applies
Proposition .. to obtain a family of paths.
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Lemma ... Let X and Yi, i 0 k, be disjoint sets. If there is no set
J R �k� of size iJi 0 r such that there exists a set of sizeαr� separatingX
fromºi�J Yi overM�ºi.J Yi, then there exist a set I R �k� of size iIi � r
and a family of disjoint sets Pi, i . I, disjoint from X 8ºi.I Yi such that
Pi connects X and Yi.

Proof. ByLemma.. andProposition.., there exists a set I R �k�
of size iIi � r and an <r � A-ribbon ρ to X overºi.I Yi inM �ºi0k Yi.
�e threads of ρ are the desired sets Pi connecting Yi with X. k
Lemma ... Let M be a finite transition system. Let X and Yi , i 0 n,
be disjoint connecting sets and r 0 ω a number such that

() there is no set I R �n� of size iIi � r and no family of disjoint
sets Pi, i . I, disjoint from X 8 ºi.I Yi such that Pi connects
X and Yi, for all i . I, and

() there is no set I R �n� of size iIi 2 m such that there exists a set
of size m � iIi separating X from ºi�I Yi overM.

�en M contains a=�logα<m � l<αr�2r � AA�, 
l2r�; r � B-preweave
for every l 2 n.
Proof. Mirroring the proof of (.) in [] we construct sets Ck R M
and disjoint sets Ik R �n� by induction on k. Suppose thatCi and Ji are
already defined for i 0 k. Let J �� �n��ºi0k Ii. By () and Lemma ..,
there exists a set Ik R J of size iIki 0 r and a separation <A, BA of
M � ºi.Ik Yk with X R A, Yi R B for i . J � Ik, and A 9 B � Ck for
some set Ck of size iCki 2 αr� disjoint from Yi, i . Ik.
Fix l 2 n. We can perform the above construction for at least
n⁄r� 3 
l⁄r� steps. Let

C �� »
k0
l2r�Ck , Zk �� »

i.Ik Yi ,
I �� »

k0
l2r� Ik, U �� »
i�I Yi .

If there were a separation <A, BA of M with X R A, U R B, and
A 9B � C 8D for some setD of size iDi 2 β �� m � l<αr�2r � A, theniIi � iCi � iDi 2 é

k0
l2r�<iIki � iCkiA � iDi0 l � lαr�2r �m � l<αr�2r � A � m
would contradict (). �erefore, there is no set of size β separating X
from U modulo C over M. By Lemma .., there exists a 
logα β�-
ribbon ρ from X to U inM � C. Since Zk 8 C separates X and U for
every k it follows that M contains an=
logα β�, 
l2r�; r � B-preweave. k
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Corollary ... Let M be a finite transition system that does not
contain a <θ, θ; r � A-preweave. Let X and Yi, i 0 n, be disjoint
connecting sets and set

β �� αr�2r �  , m �� rβθ � αθ , and l �� rθ .
At least one of the following two conditions is satisfied:

() �ere is a set I R �n� of size iIi � r and a family of disjoint sets Pi,
i . I, disjoint from X 8 ºi.I Yi such that Pi connects X and Yi
for all i . I.

() �ere are sets C R M and I R �n� of size iCi � iIi 2 m such that
C separates X from ºi�I Yi.

Proof. Ifn 0 l then () holds for I �� �n�. Otherwise, the result follows
from the preceding lemma since
l2r� � 
rθ2r� � θ ,
and 
logα<m � βlA� � �logα=rβθ � αθ � rβθB� � θ . k
It remains to show that, if a transition system M does not contain

a preweave, then it contains a mesh or there exists a sunflower split-
ting M into several parts of bounded size. �e following function is
used as bound of the size of the core of this sunflower.

Definition ... Let ζθθ<, nA �� αn and ζθθ<k, nA
ζθθ<k � , nA �� f <nA� � kζθθ<k, f <nA � A�

where f <nA �� θ<αn�� nA � αθ � n .
Lemma... LetMbeafinite transition system that does not contain
a <θ, θ; n � A-preweave, and let k 3 . For every family of disjoint
-cut-free sets Yi R M, i 0 k, and all numbers n 0 ω at least one of the
following statements is true:

() �ere are disjoint nonempty sets Zi, i 0 n, such that <YiAi0k and<ZiAi0n form a <k, nA-mesh.

() For some l 2 k, there exists a sunflower <AiAi0l with domainM
and core X of size iXi 2 ζθθ<k, nA such that no petal Ai � X
contains elements from every Yj .

Proof. <k � A If () does not hold then there is no separation <A, AA
of order iA 9 Ai 2 αn with Y R A and Y R A . Hence, Y is
not n-separated from Y and, by �eorem .., there exists an n-
ribbon ρ to Y over Y. �e threads of ρ satisfy ().<k 1 A Let Ci, i 0 N, be a maximal family of disjoint sets such
that each Ci connects all the Yj except possibly Yk� . If N 0 n then
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() fails for Y , . . . , Yk� , and by induction hypothesis there exists
a sunflower as in (). �is sunflower shows that () also holds for
Y , . . . , Yk� . �us, we may assume thatN 3 n and that C, . . . , CN�n
do not connect Y, . . . , Yk� . By Corollary .., one of the following
cases occurs:
(a) �ere is a set I R �N � n � � of size iIi � n and a family of

disjoint sets Pi, i . I, disjoint fromYk� 8ºj.I Cj such thatPi connects
Yk� and Ci for all i . I. In this case () holds with Zi �� Ci 8 Pi since,
if Y�

i S Yi is -cut free, for i 0 k, then so is Ci 8 Y�
 8 � � � 8 Y�

k� and,
thus, also Pi 8 Ci 8 Y�

 8 � � � 8 Y�
k� .

(b) �ere are sets D R M and I R �N � n � � of sizeiDi � iIi 2 m �� θ<αn�� nA � αθ
such thatD separatesYk� fromeveryCi, i . �N�n���I. Let <A, BAbe
a separationwithA9B � D,Yk� R A, andCi R B for i . �N�n� �� I.
SetY�

i �� Yi 9A. If there weremore than iDi� iIi�n 2 m�n disjoint
-cut-free subsets of A that connect Y�

 , . . . , Y
�
k� , then more thaniIi � n of these would be disjoint fromD, and those together with Ci,

i . �N �n�� I, would form a family of more thanN disjoint -cut-free
components in contradiction to the maximality of N. Hence, there
are no sets Zi R A, i 0 m � n � , that form an <k � , m � n � A-mesh
together with Y�

, . . . , Y
�
k� .

Applying the induction hypothesis to the structureMiA we obtain
a sunflower <A�

iAi0l with coreX� R Aof size iX�i 2 ζθθ<k�, m�n�A
and l 2 k�  such that no petalA�

i �X� contains elements from all sets
Y , . . . , Yk� . By Lemma .., there exists a set X S X� 8 D of sizeiXi 2 =<k � Aζθθ<k � , m � n � A � B<m � nA � ζθθ<k, nA
such that the sequence <AiAi0l� with

Ai �� bhhfhhdA�
i 8 X for i 0 l ,

B 8 X for i � l ,
forms a sunflower with core X.
It remains to prove that no petal Ai � X contains elements from

every Yj, j 0 k. For i � l, we have <B � DA 9 Yk� � ∅. Suppose that,
for some i 0 l, we have <<A�

i 8 XA � XA 9 Yj h ∅ for every j 0 k. �en<A�
i � XA 9 Yj � <A�

i � XA 9 Y�
j h ∅

for all j 0 k in contradiction to the choice of <A�
iAi. k

Combining the preceding lemmas we obtain the following result
which can be regarded as a very weak form of an Excluded Grid
�eorem.
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�eorem ... Let θ, θ , θ, θ 1  be numbers such that

β �� αα
θ<θ�A2 2 ζθθ<θ , θA ,

and define

θ �� ζθθ<θ , θA and θ �� 


<θ � A<θ � A .

Every finite transition systemsM that does not contain a <θ, θA-mesh
or a <θ, θ; θ � A-preweave admits <θ, θA-separations.
Proof. If there is a separation <A, BA . Sβ<MAwith iA�Bi, iB�Ai 2

 iMi then we are done, since β 2 θ and 

 2  � θ� . Otherwise, by
Corollary .., there exists a family of θ disjoint -cut-free sets Ci ,
i 0 θ , of sizeiCii 3 

 iMi � θ
θ � 

� 

1 <θ � Aθ� iMi � 


3 θθ� iMi .

By Lemma .., there is some sunflower <AiAi with coreX of sizeiXi 2 ζθθ<θ, θA � θ such that no petal Ai � X contains elements
from every Ck .
For each v . C fix indices j<vA and 0 i<vA 0 θ such that v . Aj<vA

and <Aj<vA � XA 9 Ci<vA � ∅. �ere is a subset D R C of sizeiDi 3 θ� iCi 3 θ� iMi
such that i<uA � i<vA for all u, v . D. W.l.o.g. assume that i<vA �  for
v . D. Define

B �� » GAi j D 9 <Ai � XA h ∅ L
and B �� » GAi j D 9 <Ai � XA � ∅ L .
�en <B, BA is a separation of order iB 9 Bi � iXi 2 θ. Further-
more, it follows thatiB � Bi 2 iMi � iCi 2 < � θ� AiMi ,
and iB � Bi 2 iMi � iDi 2 < � θ� AiMi ,
since C 9 B � ∅ and D R B . k
Remark. Makowsky and Rotics introduce in [] the -colour width
of a transition system M as the least number k such that there exists
some set X R M of size ⁄iMi 2 iXi 2 ⁄iMi with eti<X2XA 2 k.
Using this notion we obtain the following corollary to the above
theorem:
Given θ , θ, θ, and θ we can compute a number k such that,

if M is a finite transition systems that does not contain a <θ , θA-
mesh or a <θ, θ; θ � A-preweave, then the -colour width of every
substructure of M is at most k.
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If we could prove that, in addition, M strongly admits <θ, θA-
separations then we could use Proposition .. to bound the par-
tition width of M. �e next theorem shows that it is possible to
improve the above result by constructing separations that split large
sets Z R M. Unfortunately, in the proof of Proposition .. we need
such separations for small Z.

�eorem ... Let M be a finite transition system without <θ, θA-
meshes and <θ, θ; θ � A-preweaves, and let Z R M be a set which
has no partial partition refinement of width αθ<θ�A2 and granularity

 =θ � B=θθ� iZi� 

 B� k
 .�ere exists a separation <A, BA . Sθ<MA

such thatj<A � BA 9 Zj, j<B � AA 9 Zj 2 < � θ� AiZi ,
where

θ �� ζθθ<θ , θA and θ �� 


<θ � A<θ � A .
Proof. By�eorem.., there exists a family ofθ disjoint -cut-free
sets Ci R Z, i 0 θ, of size iCii 3 θθ� iZi.
Hence, Lemma .. implies that there is some sunflower <AiAi

with domainM and core X of size iXi 2 ζθ ,θ<θ , θA � θ such that
no petal Ai � X contains elements from every Ck.
For each v . C fix indices j<vA and 0 i<vA 0 θ such that v . Aj<vA

and <Aj<vA �XA 9Ci<vA � ∅. As above we can find a subset D R C of
size iDi 3 θ� iCi 3 θ� iZi
such that i<uA � i<vA for all u, v . D. W.l.o.g. assume that i<vA �  for
all v . D. Define

B �� » GAi j D 9 <Ai � XA h ∅ L
and B �� » GAi j D 9 <Ai � XA � ∅ L .
�en <B, BA is a separation of order iB 9 Bi � iXi 2 θ. Further-
more, C 9 B � ∅, D R B , and D, C R Z implies thatj<B � BA 9 Zj 2 iZi � iCi 2 < � θ� AiZi ,
and j<B � BA 9 Zj 2 iZi � iDi 2 < � θ� AiZi . k
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S

H
  a class of structures with a simple monadic
theorywe now try to find suitable subclasses where themonadic

theory of each structure is decidable. We cannot hope to obtain a
precise characterisation of when the MSO-theory of a structure is
decidable. For instance, by coding a suitable nonrecursive set, we can
easily construct even trees whose first-order theory has an arbitrary
high Turing degree. �erefore, we aim at finding a subclass as large
as possible such that we can still give a meaningful characterisation.
�roughout this and the following two chapters all structures are

assumed to be of finite signature.

. T C 

A general method to obtain classes of structures with certain desir-
able properties consists in fixing one or several such structures and
considering the closure of this set under operations preserving said
properties. If, furthermore, the classK is obtained fromfinitelymany
base structures by operations each of which can be encoded by a fi-
nite object, then every structure inM . K has a finite representation,
namely, the sequence of the operations one has to apply to the base
structures to obtain M.
If one is interested in monadic second-order logic the canonical

structure to start with is the binary tree T �� <0ω, Z, suc, sucA. T

As operations we can use MSO-functors. Since A � T 2MSO T for
any finite structureAwe can restrict ourselves to interpretations and
iterations.

Definition ... Let C �� ºn0ω Cn where C is the class of all finite C, Cn
structures and Cn , for n 1 , is the class of all structures M such
that there exists an injective interpretation I � M 2MSO T

<n�A
 where

T
<nA
 is the n-th iteration of T. �e sequence C P C P � is called

the Caucal hierarchy. Caucal hierarchy

Note that, by Lemma .., we can equivalently define Cn� to be
the class of all structures obtained from T by a finite number of


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injectiveMSO-interpretations and at most n iterations.
We list some basic properties which immediately follow from the

definition.

Proposition ... Each level Cn of the Caucal hierarchy is closed under
injectiveMSO-interpretations. In particular, it is closed under

() isomorphisms,

() finite unions,

() definable expansions,

() expansion by finitely many constants, and

() substructures with definable universe.

Lemma ... Every structure M . C is of finite partition width.

We have chosen the definition of C with the decidability ofMSO in
mind. Actually, a slightly stronger result holds.

�eorem ... �ere exists an algorithm which, given a formula

φ<x̄A . MSO � C, an injective interpretation I � M 2MSO T
<nA
 , the

number n, and a tuple w̄ R T<nA
 , decides whether M Ø φ<I<w̄AA.

In particular, the <MSO � CA-theory of every structure M . C is
decidable.

Proof. By the Interpretation Lemma, we can decide M Ø φ<I<w̄AA
by checking whether T

<nA
 Ø φI<w̄A. Note that every word v . ω is

definable inT and, hence, so is every elementu . T<nA
 . Consequently,

we can replace φI<w̄A by a sentence ψ. By Muchnik’s theorem, it
follows that we can construct another sentence ψ̂ such that

T Ø ψ̂ iff T<nA
 Ø ψ

iff T<nA
 Ø φI<w̄A iff M Ø φ<I<w̄AA . k

�eorem ... Let M . C. �e GSO-theory of M is decidable if and
only if M is of finite tree width. �e same holds for GSO � C.

Proof. According to Lemma .. and �eorem .., if M is of
finite tree width then it is uniformly sparse and GSO �C collapses to
MSO�Cwhich is decidable. Conversely, ifM is of infinite tree width
then its GSO-theory is undecidable by�eorem ... k
Originally, Caucal [] defined his hierarchy for transition systems

only. At the lowest level he startedwith the class of all finite transition
systems and, to obtain the next level, he constructed the unfoldings
of the systems in the current one and then applied an inverse rational
substitution.
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Carayol and Wöhrle [] (see also Carayol and Colcombet [])
have shown that thehierarchy constructed in thisway is strict and that
each level is closed under injective MSO-interpretations. Moreover,
the n-th level contains the <n � A-th iteration of the binary tree
and that every transition systems in level n can be obtained from
this iteration by an injective MSO-interpretation. It follows that the
hierarchy obtained in this way equals the one we get when we restrictCn , n 0 ω, to transition systems.
Recent results of Caucal et. al. indicate that, analogous to the class

of prefix-recognisable graphs, one can characterise the levels of the
Caucal hierarchy by suitable models of pushdown automata, term
rewriting systems, or systems of equations. For example, one can
encode a system S of VR-equations x � t, . . . , xn � tn as a graph
by taking the disjoint union of the terms ti and replacing every leaf
labelled by an unknown xi by an edge to the root of the term ti. �at
way, the least solution of S is the term T obtained by unravelling S. In
particular, if S . Cn then T . Cn� and, by the result of Carayol and
Wöhrle, val<TA . Cn� . In fact, also the converse is true. Carayol and
Colcombet [] have shown that each transition system in Cn� can
be described by a VR-term which is the least solution of a system of
equations in Cn.
Finally, let us mention that the Caucal hierarchy does not contain

all structures with decidableMSO-theory.

Example (Carayol and Wöhlre []). Let T � <T, ZA be the tree with
universe

T �� F nk i k 0 �n<A K .
�e decidability of theMSO-theory of T can be obtained by a simple
application of the composition method or by automata-theoretic
arguments. On the other hand, one can show that T � C.
. T- 

We turn to an investigation of C , the lowest level of the Caucal
hierarchy.�is is a very natural class which can be defined in several
different ways.

Definition ... A structureM of finite signature is called tree inter- tree interpretable

pretable if M 2MSO T .

Wewill show inProposition .. that the class of tree-interpretable
structures coincides with C .
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All tree-interpretable graphs are of finite clique width. On the
other hand, their tree width can be unbounded as the example of the
infinite clique K�

shows.
A result of Courcelle [] which was extended to tree-interpretable

graphs by Barthelmann [] shows that being of finite tree width
imposes a strong restriction on the structure of a tree-interpretable
graph. It directly follows from the results of Section ..

Proposition ... Let M be a tree-interpretable structure.�e follow-
ing statements are equivalent:

() M is HR-equational.

() M has finite tree width.

() �e Gaifman graph G<MA is uniformly sparse.

() G<MA does not contain the subgraph Kn,n for some n 0 �.

Recently, this result has been extended to all levels of the Caucal
hierarchy by Colcombet [].
Although the definition of tree-interpretable structures by interpre-

tations is quite elegant, in actual proofs it is most of the time easier
to work with a more concrete characterisation in terms of languages.
Employing the correspondence between MSO-formulae and tree

automata we can generalise the characterisation of the class of prefix-
recognisable graphs by relations of the formW<U � VA to arbitrary
relational structures.

Definition ... �e branching structure of words x, . . . , xn� . 0ωbranching structure

is the partial order <X, Z, x, . . . , xn�A with universe

X �� FεK 8 F xi A xj i i, j 0 n K .
�e elements of X are called branching points.branching points

Example. �ebranching structure of , ,  is depicted
to the leß.

 



ε

xx Y xYY
X Y

W V

U

Note that for a fixed number of words there are only finitely many
non-isomorphic branching structures.

Proposition ... An n-ary relation R R <0ωAn is MSO-definable
in T if and only if R is a finite union of relations Ri of the following
form:

() All tuples x̄ . Ri have the same branching structure (up to
isomorphism).

() For all pairs of adjacent branching points u, v, there exist regular
languagesWu,v such that x̄ . Ri if and only if, for each such pair
u, v, the word u�v belongs toWu,v .
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Proof. <
A Clearly, every relation of this form isMSO-definable.<�A We show that, if R is MSO-definable, then the labels of paths
between branching points are regular. For simplicity we assume that
the relation R R 0ω � 0ω is binary. Let A � <Q,ð��, ∆, q , ΩA be
the tree automaton associated to theMSO-definition of R in T.
For q . Q, let Sq R 0ω � 0ω � 0ω be the set of all triples <w, u, vA

with u A v � ε such that there exists an accepting run ρ of A for the
tree TFwuK,FwuK with ρ<wA � q (recall Definition ..). Let

S∅

q �� Sq 9 F<w, ε, εAK ,
Sq �� F <w, u, εA . Sq i u h ε K ,
Sq �� F <w, ε, vA . Sq i v h ε K ,
S,q �� F <w, u, vA . Sq i u, v h ε K .

Let Wc
q, U

c
q, and V c

q be the projections of Scq onto the respective
coordinates. �en

R � »
q .Q
c R �� Scq � »

q .Q
c R ��Wc

q<Uc
q � V c

qA .
It remains to prove that Wc

q, U
c
q, and V

c
q are regular. Let occ<tA

denote the set of labels which occur at some vertex of the tree t. We
classify the states ofA according to the set of labels which can appear
in trees that are accepted from this state.

Q∅ �� Gq . Q j occ<tA � G∅L for all trees t accepted from qL
Q �� Gq . Q j occ<tA � G∅, FKL for all t accepted from qL
Q �� Gq . Q j occ<tA � G∅, FKL for all t accepted from qL

Q, �� Gq . Q j occ<tA � G∅, F, KL or G∅, FK, FKL
for all trees t accepted from qL

IfWc
q � ∅ then we are done. Otherwise,Wc

q is recognised by the

automaton =Q, ��, ∆<Wc
qA, q, FqKB with transition relationF <p, , p�A i <p,∅, p�, pA . ∆, p, p� . Q,, p . Q∅ K8 F <p, , p�A i <p,∅, p, p�A . ∆, p, p� . Q, , p . Q∅ K .

Wemay assume thatUc
q h ∅ andUc

q h FεK. Hence,  . c. Let qs be a
new state.�e automaton =Q<FqsK, ��, ∆<Uc

qA, qs, FB recognisesUc
q

where

F �� F p . Q i <p, FK, p, p�A . ∆, p, p� . Q∅ K
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and the transition relation isF <qs, , pA i <q, c � FK, p, p�A . ∆, p . Q, p
� . Qc K8 F <qs, , pA i <q, c � FK, p�, pA . ∆, p . Q, p
� . Qc K8 F <p, , p�A i <p,∅, p�, pA . ∆, p, p� . Q, p . Q∅ K8 F <p, , p�A i <p,∅, p, p�A . ∆, p, p� . Q, p . Q∅ K ,

where c �� ð��� c.�e automaton forV c
q can be defined analogously.k

Example. For the branching structure in the previous example, a re-
lation would be defined by five regular languagesU, V ,W, X, and Y
with R � U<V �W<X � YAA.
Definition ... Let M be a tree-interpretable structure. Fixing an
interpretation we can assume that the universe M R Σ0ω is regu-
lar and each relation R is specified by regular languages as in the
preceding proposition. �e syntactic congruence � of M (w.r.t. thissyntactic congruence� interpretation) is the intersection of the syntactic congruences of all
these languages. We denote the index of � by I.I

If some elements of a tree-interpretable structure are encoded
by several words it becomes difficult to apply pumping arguments
since the words obtained by pumping may encode the same element.
Fortunately, for each tree-interpretable structure M, we can choose
an interpretation where this does not happen.

Proposition ... If M 2MSO T then there is an injective interpreta-
tion I � M 2MSO T .

Proof. We prove that, for all regular languages M R 0ω and every
MSO-definable equivalence relation E R M � M, there is a regular
languageM R Mwhich contains exactly one element of eachE-class.
�en the desired interpretation is obtained by replacing the formula
defining the universeM of M by the one definingM.
Denote the E-class of x by �x�, define p�x� �� Ä �x�, and set sx ��<p�x�A�x. Finally, let I be the number of states of the automaton

associated with E. We claim that each class �x� contains an element
of length less than ip�x�i � I. �us, one can define

M �� F x . M i sx 2ll sy for all y . �x� K
where the length lexicographic ordering 2ll is definable since the
length of the words is bounded so that we only need to consider
finitely many cases.
To prove the claim choose x, x . �x� such that x A x � p�x�.

Since <x, xA . E there are regular languages U, V , andW such that
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W<U � VA R E and x � wu, x � wv for words u . U, v . V , and
w .Wwithw Z p�x�. If iwui 3 ip�x�i�I then, by apumping argument,
there exists some u� . U such that ip�x�i 2 iwu�i 0 ip�x�i � I. Hence,<wu�, xA . E is an element of the desired length. k
�is result allows us to identify the elements a of a tree-interpreta-

ble structure I � M 2MSO T with the unique word I�<aA encoding
them. We will do so tacitly in the remainder of the thesis.
We conclude this section by comparing the class of tree-interpret-

able structures to the class of automatic structures which was intro-
duced by Khoussainov and Nerode in []. In the following proofs
we will use the characterisation of automatic and unary-automatic
structures in terms of FO-interpretations given in Blumensath [].

Proposition ... �e class of tree-interpretable structures is strictly
contained in the class of automatic structures.

Proof. Strictness follows from the fact that model checking forMSO

is decidable for tree-interpretable structures but not for all automatic
ones.
We have to show that M 2MSO T implies M 2FO <T, Z, elA

where el is the equal-length predicate. Using the characterisation
from Proposition .. it is sufficient to construct an FO-definition
of a relation R that is defined by a certain branching structure and
regular languages Wi as described above. By a simple modification
of the usual translation of automata to FO-formulae on <T, Z, elA
(see e.g. [, ]) one obtains, for eachWi, a formula φWi

<x, yA which
states that x Z y and the path from x to y is labelled by a word inWi.
Obviously, there also is a formula β<x̄, ȳAwhich holds iff x̄ has a given
branching structure with universe x̄ 8 ȳ. �us, one can define R by

ψ<x̄A �� �ȳ>β<x̄, ȳA ,¡
i

φWi
<zi, z�iAC

where zi, z
�
i . Fx, . . . , y, . . . K are the branching points correspond-

ing toWi. k
Proposition ... �e class of unary-automatic structures is strictly
contained in the class of tree-interpretable structures.

Proof. Since <ω, s, 2A 2MSO T, by Corollary . of [], it is sufficient
to construct an interpretation <N, 2, <n i xAnA 2MSO <ω, s, 2A. To do
so we only need to define the divisibility predicates.

φnix<xA �� �X<Xε , �y<Xy � XsnyA � XxA .
For strictness, note that T is tree interpretable but not unary auto-
matic. k
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. MSO-

In this sectionwewill investigate underwhichMSO-functors the class
of tree-interpretable structures is closed. Obviously, it is closed under
MSO-interpretations and, by Lemma .., also under products by
finite structures. Further, one can show by pumping arguments that
it is not closed under iterations, i.e., the Caucal hierarchy does not
collapse to its first level. In the following we will show that the class
of tree-interpretable structures is also closed under a special case of
generalised sums which we call a substitution.

Definition ... LetM , . . . ,Mn� be τ-structures, andI a structure
of signature σ. Let λ � I � �n� be a function partitioning I into sets
Pk �� λ�<kA for k 0 n. �e substitution I�λ � M, . . . ,Mn�� is thesubstitutionI�λ �M , . . . ,Mn�� structure N with universe

N �� »
i.IMλ<iA � FiK .

and the following relations:

eq �� G =<a, iA, <b, jAB . N � N j i � j L ,
Pk �� F <a, iA . N i λ<iA � k K for k 0 n .

For each relation R . τ of arity r, N has a relation

R �� G =<a, iA, . . . , <ar� , iAB . Nr j ā . RMλ<iA L ,
and for each relation R . σ of arity r, there is a relation

R �� G =<a , iA, . . . , <ar� , ir�AB . Nr j ı̄ . RI L .
�eorem ... Let M , . . . ,Mn�, and <I, S̄, P, . . . , Pn�A be tree-in-
terpretable structures. �en so is I�λ � M , . . . ,Mn�� where λ is the
function which induces the partition P , . . . , Pn�.
Proof. Let # be a new symbol. We encode the element <x, iA by the
word i#x. �en the universe of the substitution becomes

M �� »
i0n Pi#Mi

and the relations are

eq �� F <w#u, w#vA i w . I, u, v . Mi for some i 0 n K ,
Pi �� Pi#Mi ,

R �� F <w#u, . . . , w#usA i w . Pi, ū . RMi , i 0 n K ,
R �� F <w#u, . . . , ws#usA i w̄ . RI, u, . . . , us . ºiMi K . k
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. C 

In the remainder of this chapter we turn to the investigation of
algebraic properties of tree-interpretable structures. �roughout we
will use the following notation. � is the syntactic congruence of the
given structure (w.r.t. a fixed interpretation), and I is its index. Recall I

that x2k is the prefix of x of length ixi � k.
We start with two combinatorial lemmas. �e first one allows us

to obtain information about the words encoding an element.

Lemma ... Let M be a tree-interpretable structure and φ<x, yA an
MSO<�κA-formula such that, for every a . M, there are only finitely
many elements b . M with M Ø φ<a, bA. �ere exists a constant k 0 ω
such that φ<a, bA implies b2k X a. In particular, iφ<a,MAi . O<iaiA.
Proof. Let � be the syntactic congruence of the expansion <M, φMA
and let k �� I be its index. Suppose, for a contradiction, that there are
element a, b . M such that M Ø φ<a, bA and ibi 3 ia A bi � I. �en
we can find words b2k Z x X y Z b such that x � y. Let u �� x�y and
z �� y�b. �en <a, bA . φM implies that <a, xuizA . φM for all i 0 ω.
Contradiction. k
�e other lemma states that the class of tree-interpretable struc-

tures is closed under expansion by Skolem functions.

Lemma ... Let M be tree interpretable and φ<x, ȳA . MSO. �ere
exists a function f � Mn � M satisfying

M Ø �xφ<x, āA � φ< f <āA, āA for all ā . Mn

such that <M, f A is tree interpretable.
Furthermore, we can choose f such that, for all sequences <āiAi0ω

satisfying

M Ø �x=φ<x, āiA � φ<x, āi�AB ,
there is some k 0 ω such that f <āiA � f <ākA for all i 3 k.
Proof. W.l.o.g. assume that φ<x, ȳA �� Rxȳ for some relation R. Let
ā . Mn. If there is some element b . M with <b, āA . R, then we can
find such an element of lengthibi 0 ib A aii � I
for some i 0 n since, otherwise, fixing some b ofminimal length there
would be words b2k Z x X y Z b with x � y and we could remove the
factor between x and y to obtain a shorter word b� with <b�, āA . R.
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Let ā . Mn and b . M. We define a linear order Jb on ā by
ai Jb ak : iff b A ai X b A ak or both are equal and ai 2lex ak .

Let h<b, āA be the Jb-maximal element of Fa, . . . , an�K.
For ā . Mn , let f <āA be the element b such that, in the following

order,

() h<b, āA is 2lex-maximal,

() b A h<b, āA is Z-minimal,

() <b A h<b, āAA�b is 2ll-minimal.

Since this function is MSO-definable in T, it follows that <M, f A is
tree interpretable.
Suppose that there exists a sequence <āiAi0ω of parameters such

that <b, āiA . R implies <b, āi�A . R and the sequence bi �� f <āiA is not
eventually constant. Note that bi � bk implies bl � bk for all i 2 l 2 k.
Hence, by considering an appropriate subsequence of <āiAi0ω, wemay
assume that all the bi are different and, since for each b there are only
finitely many b� with b�2I Z b2I, that

bi2I Â bj2I for all j 0 i 0 ω .
Since bi2I Z h<bi, āiA it follows that h<bj, āiA h h<bi, āiA and, hence,

h<bj, āiA A h<bi, āiA Z bj for j 0 i 0 ω .
By induction on l we construct infinite sets Jl R ω, indices jl . Jl ,

words wl . Σ0ω, and symbols cl h dl satisfying
Jl S Jl� , jl 0 jl� , wl X wl� ,

such that

wlcl Z h<bi, āiA and wldl Z h<bjl , āiA for all i . Jl , i 1 jl .
�ese conditions imply that h<bjk , āiA h h<bjk� , āiA for all k, k� 2 n,
k h k� and every i . Jn such that i 1 jn. As h can take only n different
values this yields the desired contradiction.We start the construction
by setting J �� ω, j �� , and c is the first letter of b

 while d h c
is arbitrary.
Given Jl , jl, cl , and dl, we construct the next stage as follows. Since

h<bjl , āiA A h<bi, āiA Z bjl
for all i . Jl, i 1 jl, there is some word wl� with

h<bjl , āiA A h<bi, āiA � wl�
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for infinitely many i . Jl , i 1 jl . �us, we can find symbols cl� , dl�
such that

wl�cl� Z h<bi, āiA and wl�dl� Z h<bjl , āiA
for infinitely many i . Jl , i 1 jl . Finally, let Jl� be the set of these
indices and jl� the first element of Jl� . k
. P  -

 

In this section we investigate the set of paths in a fixed tree-interpret-
able transition system M � <M, <EλAλ.Λ , P̄A. By replacing each edge
relation Eλ � ºiWi<Ui � ViA by several relations Eiλ �� Wi<Ui � ViA
we may assume that Eλ �Wλ<Uλ �VλA for regular languagesUλ , Vλ ,
Wλ R Σ0ω. We also add the relation Eλ� �� <EλA� for each edge
relation Eλ. Note that these operations do not affect the syntactic
congruence �.
Remark. By Proposition .., we could chooseUλ ,Vλ, andWλ such
that <x, yA .Wλ<Uλ � VλA
iff x A y .Wλ, <x A yA�x . Uλ, and <x A yA�y . Vλ .

Definition ... �e base point of an edge <a, bA .W<U � VA is the base point

longest word w contained in W such that w�a . U and w�b . V .
�e spine of a path is the sequence of the base points of its edges. spine

Definition ...

(a) A path above c is a path a, . . . , an such that c Z ai for all i. path above c

(b) A path a , . . . , an is bounded by l if iaii 2 l for all i. bounded path

(c) A sequence a , . . . , an is k-increasing if iaji 3 iaii � k for k-increasing path

all i 0 j.
(d) A path a , . . . , an with spine w, . . . , wn� is called k-normal if k-normal path

the path and its spine are k-increasing and ai2k Z aj for all i 2 j.
�e aim of this section is to show that every vertex can be reached

by a k-normal path. �e importance of such paths stems from the
fact that, by following a k-normal path to a vertex x, one can com-
pute certain information about x like its �-class. We start with some
immediate observations.

Lemma ... Let a , . . . , an be a path with spine w , . . . , wn�.
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(a) For all i 0 n � , either wi Z wi� or wi [ wi� .
(b) If w , . . . , wn� is k-increasing then wi2k Z wj for all i 0 j.
�e next two lemmas can be used to find a k-normal path once we

have shown how to obtain a path with k-increasing spine.

Lemma ... Let a , a, a be a path with spine w, w. �ere exists a
vertex a� of lengthia�i 0 max Fiwi, iwiK � I
such that a , a

�
, a is a path with spine w, w.

Proof. W.l.o.g. we may assume that w Z w . Suppose that iai 3iwi � I. Since a [ w there are prefixes w Z x X y Z a such that<wA�x � <wA�y. Setting a� �� x<y�aA we obtain a path a, a
�
, a

with ia�i 0 iai. Iterating this step sufficiently many times we obtain
a vertex of the desired length. k
Lemma ... Let w, . . . , wn� be a k-increasing spine of some path
from x to y. �ere exists a path a , . . . , an with the same spine from x
to y such that

ai2<k � I � A Z wj for all  0 i 2 j 0 n .
Proof. By the preceding lemma we can replace each ai for  0 i 0 n
by some a�i with ia�ii 0 max Fiwi�i, iwiiK � I. Since wi�2k Z wi it
follows that a�i2<k � I � A Z wi Z wj for all j 3 i. k
In the proofs below we frequently need to remove parts of a path

and glue the remaining pieces together. �e following construction
is the main tool in this process.

Definition ... Let a , . . . , an be a pathwith spinew , . . . , wn� . Let
x and y be words such that x Z wi for all i 0 n, that is, there are words
u, . . . , un, v, . . . , vn� such that

ai � xui and wi � xvi .
Shißing the path from x to y yields the sequences a�, . . . , a�n andshißing a path

w�
 , . . . , w

�
n� where

a�i �� yui and w�
i �� yvi .

Lemma ... Using the same notation as in the preceding definition,
x � y implies that a� , . . . , a�n is a path with spine w�

, . . . , w
�
n�.

Proof. Since

w�
i � wi, <w�

iA�a�i � w�
i ai, and <w�

iA�a�i� � w�
i ai�

it follows that <a�i , a�i�A . Eλ iff <ai, ai�A . Eλ. k
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Now we are ready to prove the main result needed to obtain k-
normal paths.

Proposition ... Let M be a tree-interpretable transition system
with r binary relations. �ere is a constant K such that, for all paths
a , . . . , an with spine w , . . . , wn�, there exists a path of lengthm 2 n
from a to an with spine w

�
 , . . . , w

�
m whereiw�

ii 0 max Fiwi, iwn�iK � K for all i 2 m.
Proof. We proceed in several steps.

Claim . If iwii 3 max Fiwi, iwn�iK � I for every  0 i 0 n � ,
then there exists a path a�, . . . , a�n from a to an such that ia�ii 0 iaii
for all  0 i 0 n.
Since wi� , wi Z ai the prerequisites imply that w, wn� X wi for

all  0 i 0 n � . Hence, either w Z wn� or wn� Z w . W.l.o.g.
assume the latter.�ere exists a word x of length I such thatwx Z wi
for all  0 i 0 n � . Since ixi � I there are prefixes y X z Z x with
y � z.�e desired path is obtained by shißing the subpath a, . . . , an�
from wz to wy.

By Claim  we may assume that for each subpath ak , . . . , al there
exists some index k 0 i 0 l with iwii 0 max Fiwki, iwl�iK � I.
Claim . If iwi 3 iwi � rI, then there exists a path a� , . . . , a�m
from a to an withm 0 n.

w

w

wi

wi

wi

Let wi , . . . , wit be the subsequence of base points wi such thatiwki 1 iwii 3 iwi for all  0 k 0 i .
By assumptioniwik�i 0 iwiki 0 iwik�i � I
for all k 0 t � . Hence, t 3 rI and there exist indices k 0 l inFi, . . . , itK such thatwk � wl and <ak, ak�A, <al, al�A . Eλ for some λ.
Since iwki 1 iwli there is some word x with wk � wlx and wlx Z wi
for all  0 i 0 k. Let <a�iAi be the path obtained from <aiAi by shißing
the subpath a, . . . , ak from wlx to wl and removing the subpath
ak� , . . . , al.
By Claim  we may further assume that iwi�i � iwii 0 rI for

all i 0 n � . Define K �� rIiΣirI . �e third claim concludes the
proof.

Claim . �ere exists a path a�, . . . , a�m from a to an with spine
w�
 , . . . , w

�
m� such thatiw�
ii 0 max Fiwi, iwniK � rIiΣirI .
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wk

wj

wj

wjwi

wi

wi

Fix some base point wk such that iwki is maximal, and consider
the subsequences wi , . . . , wis and wj , . . . , wjt of base points wi, for
i 0 k, and wj, for j 1 k, such thatiwii 0 iwli for all i 0 l 2 k ,iwji 0 iwli for all k 2 l 0 j .
Assume that iwki 3 max Fiwi, iwniK � rIiΣirI . By assumption,
this implies that

s 3 rIiΣirI3 <rIA � rIiΣirI .
For i . Fi, . . . , isK define f <iA . Fj, . . . , jtK such that iwf <iAi 3 iwii is
minimal. We colour each i . Fi, . . . , isK with the tuple

χ<iA �� =�wi��, �wf <iA��, w�
i wf <iA, λ, λ�B

where λ and λ� are indices with <ai, ai�A . Eλ and <af <iA, af <iA�A . Eλ� .
(Note that wi Z wl for all i 2 l 2 f <iA.) Sinceiwf <iAi 0 iwii � rI
there are less than IiΣirI r different colours. �erefore, there are
two indices i, i� . Fi , . . . , isK, i 0 i�, with χ<iA � χ<i�A. Let wi� � wix.
�enwix Z wl for i� 2 l 0 f <i�A and the desired path is obtained from
a , . . . , an by removing the subpaths ai�, . . . , ai� and af <i�A�, . . . , af <iA
and by shißing the subpath ai��, . . . , af <i�A from wix to wi. k
Corollary ... Let M be a tree-interpretable transition system. All
elements a, b in the same component of M are connected by a path
bounded bymax Fiai, ibiK � K � I.
Proof. Let a, . . . , an be a path from a to b whose spine w, . . . , wn�
satisfiesiw�

ii 0 max Fiwi, iwn�iK � K for all i 0 n .
Applying Lemma .. we obtain a path a� , . . . , a�n from a to b withia�ii 2 max Fiwi�i, iwiiK � I 0 max Fiwi, iwn�iK � K � I .k

With these preparations we are able to prove the existence of k-
normal paths.

Proposition ... Let M be a tree-interpretable graph. �ere is a
constant K such that each connected component of M contains aK

vertex v, which we call its root, such that there are K-normal pathsroot

from v to all other vertices of the component.
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Proof. Let K �� K � I � . Choose v such that ivi is minimal. Let
a , . . . , an be a path from v to some other vertex, and letw , . . . , wn�
be its spine. We transform it into a path with K-increasing spine as
follows. Suppose there are indices i 0 j such that iwji 0 iwii � K .
Let k 0 i be the greatest index such that iwki 0 iwji. By Propo-
sition .. there is a path b, . . . , bm from ak to aj whose spine is
bounded by iwji � K . By iterating this operation we obtain a path
with K-increasing spine. Applying Lemma .. we obtain a path
a� , . . . , a�n from v to an with a

�
i2K Z wj Z a�j , a�j� for all  0 i 2 j 0 n.

It remains to prove that a�2K � v2K Z a�2K. Since ia�i 3 ivi it is
sufficient to show v2K Z a� . Assume that iv A a�i 0 ivi � K. �enia�i 3 ivi 3 ivAa�i�K.�us, there exists some bwith vAa� Z b Z a�
and ibi 0 ivA a�i� I 0 ivi such that <vA a�A�b � <vA a�A�a� .�ere-
fore, <v, a�A . Eλ implies <v, bA . Eλ. �is is a contradiction since the
connected component of v does not contain vertices of length less
than ivi. k
We conclude this section with some results bounding the length

of paths.

Lemma ... Let k 1 . If a, . . . , an is a path with k-increasing spine
w , . . . , wn� then its length is bounded by

n 0 =iwn�i � iwi � k � BiΣik�.
Proof. By assumption we have wi2k Z wj for all i 0 j, i.e., there are
words xij . Σ0ω such that wj � <wi2kAxij . Since there are

∆ �� iΣik� � iΣi � 

words of length at most k, all sets of the form Fxii, . . . , ximK with
m 3 i � ∆ contain some word xij of a greater length. It follows thatiwji 1 iwii and, by induction, there is some δ 2 ∆ such thatiwn��δi 3 iwi � �<n � A2∆� .
�us, iwn�i 3 iwi � �<n � A2∆� � k
and n 2 =iwn�i � iwi � k � B∆� =iwn�i � iwi � k � B iΣik� � iΣi � 0 =iwn�i � iwi � k � BiΣik�. k
Proposition ... Let M be a tree-interpretable transition system.
Every pair of vertices a, b in the same connected component of M is
connected by a path of length less than=iai � ibi � K � BiΣiK�.
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Proof. By Proposition .., there are K-normal paths from some
vertex v to a and to b. �eir concatenation yields a path from a to b
whose length is bounded by<iai � K � AiΣiK� � <ibi � K � AiΣiK�
according to Lemma ... k
Lemma ... Let M � <M, <EλAλ.Λ , PA be a tree-interpretable tran-
sition system and x . M. If there exists a k-normal path from x to
some element in P, then we can find such a path of length less than<I � AiΣik�.
Proof. Fix some k-normal path a, . . . , an with spine w, . . . , wn�
starting in a � x, ending in an . P, and such that n is minimal.
Let wi , . . . , wis be the subsequence of those base points wi such thatiwji 1 iwii for all j 1 i. By (the proof of) Lemma .., it follows that
il� � il 0 iΣik�.
We claim that s 0 I. Otherwise, there would be indices j 0 j�

in Fi, . . . , isK such that wj � wj� , and we could obtain a shorter
path by deleting the subsequence aj� , . . . , aj� and shißing the path
aj��, . . . , an from wj� to wj. �is new path ends in some a�n � an that
is also in P. It follows that n 0 <s � AiΣik� 2 <I � AiΣik�. k
Proposition ... Let M � <M, <EλAλ.Λ , PA be a tree-interpretable
transition system.�ere is a constant L such that, for every predicate P
and all vertices x, y . P in the same connected component of M, there
exists a path from x to y every subpath of which of length L contains
some element of P.

Proof. Fix some connected component of M. By Proposition ..,
in contains some vertex v such that there are K-normal paths from v
to every other vertex of the component. It is sufficient to construct
paths with the desired property from v to x and from v to y.
Let a , . . . , an be a K-normal path from v to x or y with spine

w , . . . , wn� . By the preceding lemma, there exist K-normal paths
of length less than <I � AiΣiK� from ai to some element zi . P, for
every i 0 n. If we insert these paths from ai to zi and back again into
the original path, we obtain a path where every subpath of length
L �� <I � AiΣiK� contains a vertex in P. k
. S 

-- 

As in the previous section let � be the intersection of the syntactic
congruences of all languages appearing in the presentation of a tree-
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interpretable structure.

Definition ... LetM be a structure andn 0 ω. For sequences ā, b̄ .
Mα, not necessarily finite, we define the back-and-forth equivalence back-and-forth equivalence

ā �n b̄ā �n b̄ by induction on n. ā � b̄ holds if the map ai ( bi is a partial
isomorphism, and ā �n� b̄ holds ifm for every c there exists some d such that āc �n b̄d, andm for every d there exists some c such that āc �n b̄d.
For sets A, B R M, we write A �n B if there are enumerations

ā and b̄ of A and B, respectively, such that ā �n b̄.
We start by deriving a sufficient condition for two tuples to be�n-equivalent.

Definition ... Let n 0 ω. �e n-type τn<wA of a word w . Σ0ω is n-type τn<wA
defined by

τ<wA �� �w�� ,
τn�<wA �� F <τn<uA, τn<vAA i w � uv K .

Let �n R Σ0ω � Σ0ω be the kernel of τn, i.e., u �n v iff τn<uA � τn<vA. u �n v
Lemma ... LetM be a tree-interpretable structure and let ā, b̄ . Mn

be tuples of the form ai � uxi and bi � vxi for i 0 n. If u � v then the
map ā ( b̄ is a partial isomorphism.

Proof. Suppose that ā . R for some relation R. Note that the branch-
ing structures of ā and b̄ are isomorphic. To each edge e of this
branching structure we can associate a regular language We as in
Proposition ... W.l.o.g. we may assume that, if e and e� are edges
with a common first vertex and w . We, w

� . We� words, then
w A w� � ε. Let e � <ε, Ä āA be the edge at the root. �ere exists a
word w . We such that u Z w, i.e., w � uy and bi � vyzi for some
y, zi . Σ0ω. Since vy � uy � w this implies that vy . We and, hence,
b̄ . R. k
Corollary ... Let M be a tree-interpretable structure and u, v .
Σ0ω. If u � v then the substructures induced by uΣ0ω and vΣ0ω are
isomorphic.

Proposition ... LetM be a tree-interpretable structure. Let ā be an
enumeration of M 9 uΣ0ω and b̄ the corresponding one of M 9 vΣ0ω,
that is, v�bi � u�ai . If u �n v then ā �n b̄.
Proof. �e case n �  is the preceding corollary. For n 1  we verify
the forth condition by induction on n. �e back condition follows by
symmetry. Suppose that ā �n b̄, and fix an arbitrary element c . M.
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We have to find some d such that āc �n� b̄d. �en, by induction
hypothesis, it follows that āc �n� b̄d.
If u Z c then c � ai for some i and we can set d �� bi. Otherwise, let

u �� uA c and u �� <uA�u. Since u �n v, there exists a factorisation
v � vv with v �n� u and v �n� u. �us, we can choose
d �� v<u� cA. k
Given a tree-interpretable structure M we would like to infer in-

formation about the encoding of elements by words. To this end, we
choose the following approach: fixing a word w . Σ0ω we consider
the class of substructures A of M with ÄA � w. �e next result
constitutes the main tool to derive structural properties of these sub-
structures.

Proposition... LetMbea tree-interpretable structure andu . Σ0ω.
Let K be a class of substructures of M which is �n-closed for some n,
i.e.,

A �n B implies A . K� B . K .

Up to isomorphism, MiuΣ0ω has only finitely many different substruc-
tures in K if and only if there is a constant k such that, for every word
w [ u, there are at most k nonisomorphic substructures A . K with
w � ÄB.
Proof. <�A is trivial. For <
A suppose there are infinitely many non-
isomorphic substructures Ai . K, i 0 ω, with Ai R uΣ0ω. Set wi ��ÄAi. �ere exists an infinite set J R ω of indices such thatwi �n� wj
for all i, j . J. Choose k� different indices i, . . . , ik . J. For simplicity,
we may assume that these are , . . . , k. �us, A, . . . , Ak induce k � 
nonisomorphic substructures of M with w �n� � � � �n� wk.
For i 2 k, define the map pi � wiΣ0ω � wΣ

0ω by

pi<xA �� w<w�
i xA ,

and let Bi �� pi<AiA be the image of Ai under pi. Since all the pi are
partial isomorphisms, we have Bi � Ai and, thus, B, . . . , Bk induce
k �  nonisomorphic substructures of M with the same infimum
w � ÄBi [ u. �is yields the desired contradiction, since Bi �n Ai
implies that all the Bi are contained in K. k
. T- 

We apply the results of the previous section to study graphs. First, we
count the number of nonisomorphic connected components.
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Lemma ... Let G be a tree-interpretable undirected graph. For all
words w . Σ0ω, there are
(a) at most IiΣi �  connected components C with w � ÄC and

(b) atmost IiΣi� strongly connected componentsCwithw � ÄC.
Proof. (a) At most one component contains w. Let m �� IiΣi and
suppose there arem� componentsC, . . . , Cm not containingwwith
w � ÄCi for i 2 m. Fix elements ai, bi . Ci withwci Z ai andwdi Z bi
for some ci h di. Since eachCi is connected we can choose some path
from ai to bi. Each such path must contain some edge <a�i , b�iA such
that a�i � wcixi and b�i � weiyi for some ei h ci and words xi, yi . Σ0ω.
Sincem�  1 IiΣi there are indices i h jwith ci � cj and xi � xj.�us,<a�i , b�iA . E implies <a�j , b�iA . E. �erefore, the components Ci and Cj
are connected and, hence, identical. Contradiction.
(b) Let m �� IiΣi and suppose there are m �  components

C , . . . , Cm not containing w with w � ÄCi. In the same way as
above we can find edges <ai , biA and <b�i , a�iA, for i 2 I, with ai, a

�
i ,

bi, b
�
i . Ci such that

ai � wcixi , a�i � wcix�i , bi � wdiyi , b�i � wd�iy�i .
Since m �  1 IiΣi, there are indices i h j with ci � cj, xi � xj,
and x�i � x�j . Consequently, we have edges <ai, bjA and <b�j , a�iA, and
Ci and Cj are connected. Contradiction. k
Proposition ... A tree-interpretable graphG has only finitely many
nonisomorphic (a) connected components and (b) strongly connected
components.

Proof. (a) Let K be the class of connected components. By the pre-
ceding lemma and Proposition .., it is sufficient to show thatK is�-closed. Let B, C R A with B � C. �en B is connected if and only
if C is. Furthermore, a connected set X is maximal iff there is no ele-
ment a . M�X that is connected to some vertex b . X. Consequently,
B � C implies that B is a maximal connected component if and only
if C is one. (b) follows in the same way. k
In Section . we have seen that the parameterβ<GAwhich bounds

the size of complete bipartite subgraphs plays an important role
when studying graphs of bounded clique width. In the case of tree-
interpretable graphs Barthelmann [] has shown that, if β<GA is
infinite, then we can find subgraphs of the form Kn,�

or K� ,n for
arbitrarily large n 0 � . But note that, nevertheless, there still might
be no subgraph K� ,�

as the counterexample <ω, 2A shows.
Proposition ... LetG � <V, EA be a tree-interpretable graph. If there
are subgraphs of the formKm,n for arbitrary large finitem, n then there
are subgraphs of the form K� ,n or Kn,�

for all n 0 �.
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Proof. W.l.o.g. we may assume that the alphabet Σ � �� is binary.
A complete bipartite subgraph of G is given by two sets X, Y R V
with X �Y R E. We will represent such a subgraph by the pair <X, YA
whichwewill write asX�Y . (Do not confuse the subgraphX�Y with
the cartesian product ofX andY . In particular, we haveX�∅ h X��∅

for X h X�.) Given a class C of bipartite subgraphs and a set U R 0ω
we define the restriction of C to U byCiU �� G <X 9 UA � <Y 9 UA j X � Y . C L .

LetK be the class of finite bipartite subgraphsX�Y such that there
is no subgraph X� � Y� with X � Y P X� � Y� R E.

wi

ci

Ai

Bi

X

Y
Ui We have to show that, if there are infinitely many nonisomorphic

graphs in K, then G does contain the subgraphs Kn,�
or K� ,n for

arbitrarily large n. We will construct the following sequences:<wiAi0ω of words wi . 0ω ,<ciAi0ω of symbols ci . �� ,<UiAi0ω of subsets Ui R 0ω ,<Ai , BiAi0ω of subsets Ai, Bi R Ui ,<KiAi0ω of classesKi R KiUi
,<ZiAi0ω of classes of subgraphs X � Y R Ui � Ui .

We will ensure that, for all i 0 ω,
() wici Z wi� and Ui R wici0ω,
() Ki� R KiiUi� contains graphs of unbounded size,

() ∅ h Zi� R KiiW whereW �� Ui � wi�ci�0ω,
() Ai � Y R E and X � Bi R E for all X � Y . Zi,

() X � Y R Ai � Bi for all X � Y . Ki� ,
Since X h ∅ or Y h ∅ for all X � Y . Zi, i 0 ω, there exists,

for every n 0 ω, an index m and subgraphs Xi � Yi . Zi for i 0 m
such that X �� ºi0m Xi or Y �� ºi0m Yi is of size at least n. Note that
() implies that the sets Ai and Bi are infinite. Hence, it follows that

Kn,�
R X � Am R E or K� ,n R Bm � Y R E .

It remains to describe the construction. For X � Y . K let

t<X, YA �� =�w��, w�X2�, w�X2�, w�Y2�, w�Y 2�B
where w �� Ä<X 8 YA and Zc �� Z 9 wc0ω for Z . FX, YK. Note that
the range of t is finite.
�e construction proceeds in several steps. In order to avoid the

special case of i �  in every definition below, we setw� �� ε, c� �� ε,
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U� �� 0ω, and K� �� K. Suppose that Ki� and Ui� have already
been defined.
(a) By Proposition .. and Corollary .., we can choose wi .

Ui� such that there are infinitely many nonisomorphic X � Y . Ki�
with wi � ÄX 8 Y .

(b)�ere exists an infinite subclass C R Ki� containing subgraphs
X � Y of unbounded size such that, for all X � Y , X� � Y� . C,

X, Y R wi0ω and t<X, YA � t<X�, Y�A .
Suppose that t<X, YA � <�wi�, A, A, B, BA.
(c)�ere exists some ci . �� such that there are subgraphsX�Y . C

of unbounded size with X, Y R wici0ω. Set Ui �� wici0ω, Ai �� Aci ,
and Bi �� Bci .
(d) Let Ki �� CUi

and Zi �� CiW whereW �� Ui� � wici0ω. k
. T-

 

We begin our investigation of tree-interpretable partial orders by
looking at chains. �e following two lemmas bound the number of,
respectively, intervals of a chain and of pairwise incomparable chains
that have the same infimum.

Lemma ... Let M � <M, 2, R̄A be a tree-interpretable structure
partially ordered by 2. For every chain C R M, every family J of
pairwise disjoint nonempty intervals J R C, and every word w . Σ0ω
there are at most I �  intervals J . J with w � Ä J.
Proof. �ere is at most one interval J . J with w . J. Suppose there
are I �  intervals J, . . . , JI . J not containing w with w � Ä Ji for
i 2 I. Order the Ji such that i 0 j implies a 0 b for a . Ji and b . Jj . By
assumption, we can choose elements ai, bi . Ji, for i 2 I, with ai 0 bi
such that ai � wcixi and bi � wdiyi for some ci, di . Σ, ci h di, and
xi, yi . Σ0ω. �ere are indices i 0 j with cixi � cjxj. �erefore, ai 2 bi
implies aj 2 bi. Contradiction. k
Lemma ... Let M � <M, 2, R̄A be a tree-interpretable partial order.
For every family J of pairwise incomparable nonempty intervals and
every wordw . Σ0ω there are at most I�  intervals J . J withw � Ä J.
Proof. �ere is at most one interval J . J with w . J. Suppose there
are I �  intervals J, . . . , JI . J not containing w with w � Ä Ji for
i 2 I. We choose elements ai, bi . Ji, for i 0 I, with ai 0 bi such that
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ai � wcixi and bi � wdiyi for symbols ci h di and words xi, yi . Σ0ω.
Again, there are indices i h j with cixi � cjxj. Hence, ai 2 bi implies
aj 2 bi. But Ji and Jj are incomparable. Contradiction. k
One easy application of Proposition .. is the following result.

Proposition ... Let M � <M, 2, P̄A be a tree-interpretable coloured
linear order. Define a � b iff the interval �a, b� of M is dense. Up to
isomorphism there are only finitely many �-classes of M.

Proof. Let K be the set of �-classes. Each B . K is either a singleton
or a dense linear order. Since � can be defined by

x � y : iff �z�z�<x 2 z 0 z� 2 y � �u<z 0 u 0 z�AA ,
which has quantifier rank , it follows that B � C implies B . K iff
C . K.�erefore, we can apply Proposition .. and, by Lemma ..,
the claim follows. k
Next we try to develop a normal form for encodings of tree-

interpretable partial orders.

Lemma ... Let <M, 2A be a tree-interpretable partial order. For
X R M and w . Σ0ω let Xw �� X 9 wΣ0ω. For every chain C R M and
every word w . Σ0ω such that C 9 wΣ� h ∅ there is some c . Σ such
that Cwc contains an upper bound for the set ºGCwd j d h c L.
Proof. Otherwise, there exists an increasing subsequence <aiAi0ω ofC
with ai A ai� � w since for each ai . Cwc there is some ai� . Cwd ,
for d h c, with ai 0 ai� . Since Σ is finite there is some c . Σ such that
there are infinitely many ai . Cwc. �ere exist indices i 0 k such that
w�ai � w�ak . By construction, k 1 i � . ai A ai� � ak A ai� and
w�ai � w�ak implies that ai 0 ai� iff ak 0 ai� . Contradiction. k
Definition ... For x, y . 0ω, we define the infix order 2i byinfix order2i

x 2i y : iff x 2lex y .
We obtain the following normal form for tree-interpretable par-

tially ordered structures.�is result will be crucial for the characteri-
sation of tree-interpretable linear orders below.

Lemma ... Let M � <M, 2, R̄A be a tree-interpretable structure
partially ordered by 2. We can construct a tree-interpretable structure
N � M with universe N R 0ω such that its order is a subset of 2i.
Proof. Let M R Σ0ω. W.l.o.g. we may assume that Σ � ��. We will
encode each element x � u � um . M by some word of the form

x̂ �� <b, i, uA� <bm, im , umA
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over the alphabet Ξ �� �� � �k� � Σ for some k 0 ω. Once this is done
the symbols of Ξ can be encoded in binary without changing their
ordering.�e additional components of x̂ are defined by

bl �� bhhfhhd if u � ul� 1 x ,
 otherwise ,

and il �� max F i �  i there is some word z such that<b, i , uA� <bl�, il�, ul�A<bl , i,  � ulAz2 <b, i, uA� <bm, im, umA K .
By induction on l and il, one can show that the above definition
is sound. Lemma .. implies that there exists a common upper
bound k for the labels il .
�e choice of b, . . . , bm ensures that, for all words w, x, y,

w 0 w<b, i, cAx � b �  ,

w<b, i, cAx 0 w � b �  ,

and the second labelling implies that

w<b, i, cAx 0 w<b, j, dAy � i 0 j ,
for c h d. �us, using a suitable binary encoding of Ξ the order 2 is
contained in the infix ordering.
Clearly, all relationsofMare still tree interpretable in this encoding.

It only remains to prove that the set of such encodings is regular.�e
formula

ϑ<x, yA �� �w£
c.Σ<y � wc , w 0 xA

states, for x � u � um and y � u � ul, that bl � .
By inductionon i, we construct anMSO-formulaφi<xAwhich states

that the last symbol of the labelling i � im should be i.

φi<xA �� �w£
c.Σ>x � wc , <�z 0 xA>£

dhcwd Z z �£
j0i φj<zAC, <�z 0 xA>£

dhcwd Z z , φi�<zACC
where we set φ�<xA �� true. Let π be the projection from Γ to Σ. x is
a correctly encoded word if and only if<�y Z xA=ψ<yA , ϑ<πx, πyAB
holds where

ψ<yA �� £
i0k>φi<πyA , �w £

b,c0 y � w<b, i, cAC . k
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Corollary ... Let M be a linearly ordered tree-interpretable struc-
ture. �ere exists a tree-interpretable structure N � M with universe
N R 0ω such that its order is 2iiN .
Corollary ... Every tree-interpretable partial order can be com-
pleted to a tree-interpretable linear order.

Proof. Let <M, 2A be a tree-interpretable partial order. By the preced-
ing lemma we can assume that 2 R 2i . �us <M, 2iiMA is the desired
completion. k
Remark. �e proofs of Lemmas .. and .. can easily be gener-
alised to other levels of the Caucal hierarchy and to arbitrary partial
orders of finite partition width.

For trees we can obtain a similar, but slightly weaker, normal form.

Lemma ... Let <T, 2A be a tree-interpretable tree with T R �0ω .
�ere exists an interpretation I � <T, 2A 2MSO T such that I<aA �I<bA implies a Â b for all a, b in the domain of I .
Proof. Let π � <��� ��A0ω � ��0ω be the projection onto the first co-
ordinatewherewe identify �����with the set F, , , K R ��0ω .
Fix an arbitrary injective interpretationJ � (δ, φ2- � <T, 2A 2MSO T

and consider T� �� π�J �<TA. Let J � � (δ�, φ�2- be the interpreta-
tion with J �<xA � J π<xA for x . T�. We construct a formula ψ<xA
such that for every a . rngJ � there exists exactly one x . J ��<aA
satisfyingψ.�e second component of eachword x . T� is used to sat-
isfy the additional condition required above. If x � <a, bA� <al, blA
then ψ<xA states that

bi �  iff J <a � aiA � J <a � alA .
In particular, this implies that bl � . �e interpretation I ��(δ� , ψ, φ�2- has the desired property. k
.. L 

Applying Lemma .. we can characterise tree-interpretable linear
orders by systems of equations.

Proposition ... A coloured linear order <M, 2, P̄A is tree interpret-
able if and only if it is the canonical solution of a finite system of
equations of the form

xi � xj � xk or xi � c ,
where � denotes ordered sum and c is a chain of length  with colour c.
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Proof. <�AAny such system is a special formof a systemof equations
of VR-terms.�e solutions of those are tree interpretable.<
A For w . 0ω, let Aw �� M 9 wΣ0ω. By Lemma .. we can
assume that 2 � 2iiM . It follows that

Aw � bhhfhhdAw � c � Aw if w . M is coloured c ,

Aw � Aw if w � M .

�is infinite system of equations can be reduced to a finite one since
v � w implies <Av, 2A � <Aw, 2A. k
Another way to characterise the tree-interpretable linear orders

is via closure under certain operations. It immediately follows from
the preceding proposition that the class of tree-interpretable linear
orders is closed under ordered sums and products.

Corollary ... Let <ξ , 2A and <ξ, 2A be tree-interpretable linear
orders. �en ξ � ξ and ξ � ξ are tree interpretable as well.
Proof. Given systems of equations for ξ and ξ we can construct
systems for ξ � ξ and ξ � ξ. k
Anotheroperation tree-interpretable linearorders are closedunder

are dense shuffles.

Definition ... Let M, . . . ,Mn be linear orders. �e shuffle of shuffle

M , . . . ,Mn is the linear ordering defined by the equations

x � x �M � x ,�
xn� � xn �Mn� � xn ,
xn � x �Mn � x .

It turns out that these operations are sufficient to construct every
tree-interpretable linear order.

�eorem ... A coloured linear order is tree interpretable if and
only if it can be obtained from singletons by the operations of ordered
sum, right-multiplication by ω and �ω, and shuffle.

Proof. Since tree-interpretable structures are closed under these op-
erations all such orders are tree interpretable. For the other direction
consider a system of equations of the form xi � xk � xl or xi � c
defining a tree-interpretable order M.
We define the dependency preorder K of the variables as follows.

Construct a graph with vertices x, . . . , xn� and, for each equation
xi � xk � xl, add edges xi � xk and xi � xl. �en we set xi K xk if this
graph contains a path from xi to xk.
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We prove the claim by induction on the number of equivalence
classes induced by K. Suppose that X �� Fx, . . . , xmK is the maximalK-class, and let Y �� Fy , . . . , ynK be the set of constants and other
variables. By induction hypothesis, the orders that are the value of
variables in Y can be obtained by finitely many applications of the
above operations. To construct a term yielding M we consider two
cases.
() Suppose that all equations are of the form x � y�x� or x � x� �y

for x� . X and y . Y . By repeatedly replacing the variables x� . X by
their definitions, we finally obtain equations of the form

x � z � x � z�
where z and z� are sums of variables in Y . �us,

x � zω � z�<�ωA.
() Otherwise there are equations of the form xi � xk � xl. Elim-

inate all equations with only one x� . X on the right-hand side by
replacing x� by its definition. �en all equations are of the form

xi � z � xk � z� � xl � z��
where z, z�, and z�� are sums of variables in Y . By introducing a new
variable y we can rewrite this equation as

xi � z � xk � y ,
y � z� � xl � z�� ,

and by replacing xl in the latter equation by its definition we obtain
a system of equations of the form

xi � z � xk � xl � z� .
For each such equation we define orders λi, µi, ρi by

λi � z � λk ,
ρi � ρl � z� ,

and λi � µi � ρi � xi .
�e equations for λi and ρi are of the form above.�eir solutions are

λi � <z � � � zrAω, and ρi � <z� � � � z�sA<�ωA .
�e µi can equivalently be defined by

µi � µk � ρk � λl � µl .
Let ξi be the ordering obtained from µi by replacing the sum ρk �λl in
each such equation by a constant ckl .�en µi can be obtained from ξi
by substituting the ckl by ρk �λl. Since the ξi are dense orders without
end points each µi denotes the shuffle of the orders ρk � λl. k
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�e following theorem summarises the various characterisations
we have obtained.

�eorem ... Let M be a coloured linear order. �e following
statements are equivalent:

() M is tree interpretable.

() M is the solution of a system of equations of the form xi � xk �xl
or xi � c.

() M can be obtained from singletons by ordered sum, right-multi-
plication by ω and �ω, and shuffle.

.. W-

Aßer having given a complete characterisation of all tree-interpreta-
ble linear orders we present some further results for the simpler case
of well-orders.

Lemma ... Let M be a well-ordered tree-interpretable structure.
�en iani . Θ<nA for n 0 ω where an is the n-th element of M.

Proof. Since the successor function is definable we have ia � i 0iai � I. �erefore, iani . O<nA.
To show the other bound consider some element an . Lemma ..

implies that there exists a constant k such that a2k Z aN for every
a 0 an. �erefore, there are at most iΣik� � iani such elements and
we have iani 3 niΣi�<k�A . Ω<nA. k

We have seen that every unary-automatic structure is tree inter-
pretable. �e following result states the converse in the case of well-
ordered structures.

Proposition ... Let M be well-ordered of order type α 0 ω. M is
tree interpretable if and only if it is unary automatic.

Proof. Since all unary-automatic structures are tree interpretable it
remains to show the other direction. LetM be well-ordered or order-
type α where ω<n � A 2 α 0 ωn. For i 0 n, we denote the elements a
ofM with ωi 2 a 0 ω<i � A that are of length l by ail, , . . . , ail,m where,
according to Lemma ..,m is bounded by some constant k. Further,
we require thatail,, . . . , a

i
l,m are sorted lexicographically.Applying the

homomorphism  ( nk and  ( nk we can assume thatM contains
only elements whose length is a multiple of nk. To construct a unary
presentation of M we encode the element ainkl,j by the word nkl�ki�j .
It remains to define, for each relation R, a formula φR such that=T, Z, elB Ø φR=nkl�ki�j , . . . , nklr�kir�jrB
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iff =ainkl ,j , . . . , airnklr ,jrB . R .
Since all tree-interpretable structures are automatic there is a for-
mula ψR which defines R in <T, Z, elA. It can be used to define φR
if we are able to decode nkl�ki�j into ainkl,j . Given a word nkl�ki�j we
search for all elements ainkl, , . . . , a

i
nkl,m and pick the <ki � jA-th one.

Let δ<xA be the formula defining the universe. We set

ϑi<xA �� £
j0kixi � <ki � jA <mod nkA

ηi<yA �� <��i�z 2 yA<�u 0 zA�v<u 0 v 0 zA
and χ<x, yA �� δ<yA , ixi � nk 0 iyi 2 ixi , ¡

i0n<ϑi<xA � ηi<yAA
which states that y is one of the ainkl,j� , j� 0 k, if x is the encoding

nkl�ki�j . For simplicity, consider the case of a unary relation R only.
We can define R by

φR<xA ��£
i0n
m2k �x� xm�>��myχ<x, yA , ¡

i0m χ<x, xiA , ¡i0j xi 0lex xj, £
i0n
j0m=ixi � ixi � ki � j , ψR<xjABC . k

We conclude this section with a characterisation of all tree-inter-
pretable well-orders.�ese results already follow from the characteri-
sation of tree-interpretable linear orders above. But, since the present
case is much simpler, we also give a direct proof.

Proposition ... <ωω, 2A is not tree interpretable.
Proof. Assume otherwise. By Proposition .., there exists a finite
system of equations of the form

xi � xk � xl or xi �  .

Let <ξi, 2Abe theorder that the canonical solutionassigns toxi.W.l.o.g.
we can assume that all the ξi are nonempty. Since each <ξi, 2A is an
interval of <ωω, 2A it does not contain an infinite descending chain
and, hence, all the ξi are ordinals.Consider the equationxi � xk�xl for
those xi with ξi � ωω. By assumption, ξl h  and, thus, ξk 0 ξi � ωω.
On the other hand, ξk � ξl � ωω which implies ξl � ωω. �us, we can
assume that l � i. �e equation xi � xk � xi has the solution ξi � ξkω.
But ξkω � ωω implies ξk � ωω. Contradiction. k
�eorem ... Let α be an ordinal. <α, 2A is tree interpretable if and
only if α 0 ωω.



. Tree-interpretable groups m 

. T- 

�e investigation of infinite structures with finite presentations has
its origins in group theory. As this field remains an important area
for the application of finitely presented structures it is natural to ask
which groups are tree interpretable.

�ere are two different ways to represent finitely generated groups
as structures. Either multiplication is treated as binary function or
one just includes several unary functions denoting themultiplication
by a generator. We have already seen in Corollary .. that, if the
first version is chosen, no infinite group is of finite partition width
and, consequently, no such group is tree interpretable.

Lemma ... A group <G, �A is tree interpretable if and only if G is
finite.

Example. <Z, �A is not tree interpretable.
�e second type of presentation is called the Cayley graph of a Cayley graph

group. Given a set S R G of semigroup generators, the Cayley graph
of G is the structure

Γ<G, SA �� =G, < feAe.SB
where fe<xA �� xe. Since Γ<G, SA 2MSO G, the requirement that the
Cayley graph is tree interpretable is weaker than the one thatG 2 T .
It turns out that we indeed obtain a larger class of groups using this
representations. �us we will say that a finitely generated group is
tree interpretable iff its Cayley graph is so.

Example. Let G be the free group of two generators a and b. Its Cay-
ley graph is tree interpretable. Let S �� Fa, b, a�, b�K. �e universe
consists of all words over S which are reduced, that is, they do not
contain any of the following factors:

aa� , a�a, bb�, b�b .
�e multiplication by a takes words w not ending in a� to wa and
words of the form w � ua� to u. Hence, we can write fa in the form

fa � <ε � aA 8 S0ω<a � aaA 8 S0ω<a� � εA8 S0ω<b � baA 8 S0ω<b� � b�aA .
�eother generators canbedefined similarly. It follows thatΓ<G, SA is
tree interpretable.

We will show that the class of tree-interpretable groups coin-
cides with the class of context-free groups introduced by Muller
and Schupp [, ].
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Definition ... A group G is context-free if there exists a set S R Gcontext-free group

of semigroup generators such that the language Fw . S0ω i w �  K
is context-free.

Lemma ... A group is tree interpretable if and only if it is context-
free.

Proof. Muller and Schupp [, ] have shown that a group is context-
free if and only if its Cayley graph is isomorphic to the configuration
graph of a pushdown automaton. �is is equivalent to being iso-
morphic to a structure of the form <V, <EaAaA where V is a regular
language and each relation Ea is of the form

Ea � »
i0nWi<FuiK � FviKA .

Clearly, each such structure is tree interpretable. For the converse,
note that, if

fa � »
i0nWi<Ui � ViA

is a function, then every set Vi must be a singleton as, otherwise,
we would have fa<wuA � wv and fa<wuA � wv� for words w . Wi,
u . Ui, and v, v

� . Vi with v h v�. Furthermore, since fa is injective,
we have iUii �  by the same reasoning. k

�e class of context-free groups is well investigated and has several
characterisations.

�eorem ... Let G be a finitely generated group. �e following
statements are equivalent:

() G is context-free.

() G is virtually free.

() Γ<G, SA has only finitely many nonisomorphic ends.

() Γ<G, SA is isomorphic to the configuration graph of a pushdown
automaton.

() Γ<G, SA is κ-triangulable for some finite κ.

() Γ<G, SA is tree interpretable.
() Γ<G, SA . C.
() Γ<G, SA has finite tree width.
() Γ<G, SA has finite partition width.

() �eMSO-theory of Γ<G, SA is decidable.
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�e equivalence of () – () was shown by Muller and Schupp
in [, ], while characterisations () and () are from Kuske
and Lohrey []. �e equivalence of () and () follows from �e-
orem ... Finally, <A � <A � <A. We will prove a special case of
the equivalence of () and ().

�eorem .. (Ly []). A finitely generated group G is context-free
if and only if Γ<G, SA has a tree decomposition <FvAv of finite width
where every component Fv is connected.

Proof. <�A By results ofMuller and Schupp [, ], there exists a set
S R G of semigroup generators and some prefix closed set V R S0ω
such that Γ<G, SA � <V, < feAe.SA and each function fe is of the form

fe � »
i0nWi<FuiK � FviKA .

�e family <FwAw with Fw �� wS2I 9 V is a tree decomposition sinceiui, ife<uAi 0 iu A fe<uAi � I ,
implies that u, fe<uA . FuAfe<uA for all u . 0ω. Furthermore, each
component Fw is connected since the universe V is prefix closed.<
A Suppose there exists a tree decomposition <FvAv with iFvi 2 k.
We will construct a k-triangulation of Γ<G, SA. Let a, . . . , an� be a
cycle where each edge is either an actual edge of Γ<G, SA or represents
a path of length at most k. Let T be the subtree of the decomposition
which contains edges of the cycle. �e triangulation is constructed
by induction on the size of T. Consider a leaf Fv of T containing
ai, . . . , ai�m but neither ai� nor ai�m� . Note that any two vertices
in Fv are connected by a path of length at most k. If m �  the edge<ai, ai�A is also contained in the predecessor of Fv which, thus, can
be deleted from T. Otherwise, add a path of length at most k from ai
to ai�k to the cycle. By induction hypothesis there is a k-triangulation
of the cycle a, . . . , ai, ai�k , . . . , an . By adding paths, say, from ai to
each ai�j , for j 0 k, it can be completed to a triangulation of the whole
cycle. k
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 A

E
 -  can be encoded by
a finite amount of information, namely, by anMSO-interpretation

in the binary tree. �erefore, it should not be surprising that every
such structure can be axiomatised in a suitable logic. In the present
chapter we will show that each tree-interpretable structure M is
finitely GSO<�κA-axiomatisable, i.e., there is a GSO<�κA-sentence ψM

such that N Ø ψM if and only if N � M.
Actually, we will prove the slightly stronger statement that, for

each tree-interpretable structure M, there is a colouring χ of the
guarded tuples such that the coloured structure <M, χA is MSO<�κA-
axiomatisable. �at is, the axiom consists of a sequence of existen-
tial non-monadic second-order quantifiers followed by anMSO<�κA-
formula.

Roughly, the proof consists in defining a forest <F, χA in <M, χA in
such a way that the original structure <M, χA can be reconstructed
from <F, χA. �en the theorem follows from the corresponding, but
much simpler, result for forests.

. T  

If x is a word, we denote by suf k x the suffix of x of length k. �e suf k x

axiomatisation uses colourings of elements and of pairs of elements
that are of the following form:

Definition ... (a) Let � R Σ0ω � Σ0ω be a congruence of finite
index and let k . N. �e <�, kA-congruence colouring χk� maps words congruence colouring

χk�x . Σ0ω to the pair

χk�<xA �� =�x2k��, suf k xB
and pairs x, y . Σ0ω to

χk�<x, yA �� =χk�<w�xA, χk�<w�yAB
where w �� x A y.

(b) A <��, k�A-colouring χ� refines the <�, kA-colouring χ if �� R � refining a colouring
χ� 3 χand k� 3 k. We denote this fact by χ� 3 χ. �e common refine-
common refinement
χ � χment of the <� , kA-colouring χ and the <�, kA-colouring χ is the<� 9 �, max Fk, kKA-colouring denoted by χ � χ.


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Definition ... �e χ-expansion <M, χA ofM expandsM by unaryχ-expansion

and binary relations for each colour class where the binary colour
classes consists only of pairs <x, yA which are guarded.

�e restriction to guarded pairs is essential since GSO allows only
quantification over relations of this form. Below we frequently will
need to obtain the value χ<x, yA for pairs <x, yAwhich are not guarded.
�ese values must be computed explicitly from available data.�is is
where the k-normal paths of Section . come into play.

Lemma ... Let χ 3 χ.
(a) �ere exists a function f with χ � f X χ.
(b) <M, χA is FO-interpretable in <M, χA.

Lemma ... Let M be a tree-interpretable structure, � a congruence
of finite index, and k a constant. �e χk�-expansion <M, χk�A of M is
also tree interpretable.

Proof. It is sufficient to note that, since� is of finite index, each�-class
forms a regular language. k
We say that a set P of vertices codes a path between x and y if everycoding a path

element of P except for x and y is connected to exactly two other
elements in P whereas x and y are connected to exactly one such
element. Clearly, not every path can be coded in this way. Fortunately,
for our purposes it is sufficient that, if there exists a k-normal path
between two vertices, then we can obtain a codable k-normal path
between them by removing some vertices.

Lemma ... For every number k and each colour c there exists an
MSO-formula φc<P, x, yA such that, for all graphs G and all <�, kA-con-
gruence colourings χ we have <G, χA Ø φc<P, x, yA if and only if P codes
a k-normal path from x to y and χ<<x A yA�yA � c.
Proof. We label the elements z . P by the <�, k�A-colour of <x2kA�z
for some k 2 k� 2 k. Since x2k Z y we can compute χ<<x A yA�yA
from χ<xA and the label of y. To decide whether a given labelling is
correct note that, if <z, z�A is an edge of the path and z is labelled<�u�, wA, then the label of z� consists of the suffix w� of z� of length
minFk, iwi � iz�i � iziK and the �-class of <x2kA�z�<w�A� both of
which can be calculated from the colour of z. Note that, since the
path is k-normal, we can ensure that the length of the stored suffix is
at least k � k � k. k
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. F

We start slowly by showing that forests are finitely axiomatisable.
We regard forests as partial orders such that the elements below any
given one form a finite linear order. For any partial order <A, 0A let�x �� F z . A i z 0 x K and �x �� F z . A i x 0 z K. �x, �x
Lemma ... Let T �� <T, 2A be a tree-interpretable forest and χI� the<�, IA-congruence colouring. χI�<xA � χI�<yA implies that �x � �y.
Proof. For each b . T, there are only finitely many a 2 b. By
Lemma .., it follows that a 2 b implies a2I Z b. �erefore,�a R <a2IAΣ0ω , and the function f � <x2IAΣ0ω � <y2IAΣ0ω mapping<x2IAz to <y2IAz is the desired isomorphism. k
�eorem ... If T �� <T, 2A is a tree-interpretable forest and χ 3 χI�
then the structure <T, χA is finitely FO<�κA-axiomatisable.

Proof. Let T R T be the set of minimal elements, and we denote
by S<xA the set of immediate successors of x . T. For X R T let µ<XA
be the function which maps each colour c to the number of elements
x . X coloured c.
We claim that a structure X �� <X, 2, χ�A is isomorphic to <T, χA if

and only if

() 2 is a partial order such that, for all x . X, the set �x is either
empty or it forms a finite linear order,

() µ<XA � µ<TA where X R X is the set of minimal elements,
and

() µ<S<xAA � µ<S<uAA for all x . X and u . T with χ�<xA � χ<uA.
Clearly, all these conditions can be expressed in FO<�κA.
To prove the nontrivial direction we construct an isomorphism

h � X � T given some order X that satisfies the above conditions.
Note that () implies thatX is a forest. Let ht<xA �� i�xi.We construct
h as the limit of partial isomorphisms

hi � F x . X i ht<xA 2 i K � F u . T i ht<uA 2 i K , i 0 ω ,
as follows.<i � A Since µ<XA � µ<TA there is a bijection h � X � T that
preserves the colouring.<i 1 A For each x . X with ht<xA � i �  we choose a colour
preserving bijection gx � S<xA � S<hi�xA. Note that () ensures its
existence. hi is the extension of hi� by all the gx.
Using the preceding lemma it is easy to show that h is well-defined

and indeed an isomorphism. k
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. P 

�e next step consists in extending the result to tree-interpretable
partial orders M �� <M, 2A for which there is a constant n . N such
that x 2 y implies x2n Z y2n for all x, y . M. To do so we have to
define a forest in M. When speaking of paths we always consider
undirected paths in this section, that is, we ignore the direction of
the edges.

Definition... Let x J y iff x2n Z y2n and there exists an undirectedx J y 2-path z , . . . , zm from x to y with x2n Z zi2n for all i 2 m. Further,
define x � y iff x J y and y J x.x � y
Lemma ... <M, JA2� is a forest.

Proof. It is sufficient to show that ��x�� is a linear order for all �x�� .
M2�. Suppose that �y��, �z�� J �x��. �en y2n, z2n Z x2n and, by
symmetry, we may assume that y2n Z z2n. We claim that �y�� J �z��.
By definition, there are undirected 2-paths y, . . . , yl from y to x

and z , . . . , zm from z to x such that y2n Z yi2n and z2n Z zi2n for
all i. y2n Z z2n implies y2n Z zi2n and the path y, . . . , yl , zm�, . . . , z
leading from y to z witnesses that y J z. k
Using the result of the previous sectionwe first prove that <M, J, χA

is axiomatisable by defining a suitable copy of <M, JA2� in it.

Lemma ... �e subsetM R M which consists of the lexicographi-
cally minimal elements of each �-class isMSO-definable in <M, J, χn�A.
Proof. Since x � y implies x2n � y2n, one can determine whether
x 2lex y by looking at sufn x and sufn y.�is information is contained
in the colouring χn�. k
Proposition ... �ere is a congruence-colouring χ such that the
order <M, J, χA is finitelyMSO<�κA-axiomatisable for every χ 3 χ.
Proof. Let B �� <M, JA, and let δ<xA be the formula definingM in<B, χA. We set χ �� χn� � χIt�t

where �t is the syntactic congruence
corresponding to B2� and It is its index.
A structure <X, χ�A �� <X, J�, χ�A is isomorphic to <B, χA if and

only if there is an isomorphism f � <X2��, χ�A � <B2�, χA such that�x��� � f �x�� for all x . X where �� �� J� 9 K�. �is condition is
equivalent to the following ones:

() δX contains exactly one element of each ��-class of X.
() <δX, J�, χ�A � <δB, J, χA.
() �x��� � �a�� for all x . X and a . M with χ�<xA � χ<aA.
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() and () are easily expressed in MSO. () can be checked since
χ 3 χIt�t

and therefore the forest <δB, J, χA � <B2�, χA is FO<�κA-
axiomatisable. k
In order to transfer the axiomatisability result from <M, JA to M,

we have to show that each of the structures is definable in the other
one.

Lemma ... Let k �� max FK, nK.
(a) If x J y then there is a k-normal path z , . . . , zm from x to ywith

x2n Z zi2n for all i.
(b) If x � y then there exists an undirected 2-path z, . . . , zm from x

to y with x2n Z zi2n and izii 2 ixi � k for all i 2 m.

(c) �e relation J isMSO-definable in <M, χk�A.
(d) <M, J, χA isMSO-definable in <M, χA for all χ 3 χk�.

Proof. (a) is implied byProposition .., and (b) follows fromCorol-
lary .. since x and y are connected by a path above x2n � y2n.
(c)We have x J y iff there is a k-normal undirected path z , . . . , zm

from x to y with x2n Z zi2n for all i. �us, x J y iff there is a k-
normal path P such that each initial segment P� of P leads to some
vertex zwith izi 3 ixi. It follows fromLemma.. that the conditionizi 1 ixi can be expressed by anMSO-formula.

(d) By (c) it remains to define the colouring χ<x, yA for x J y.
�is can by done, by Lemma .., since there exists a k-normal path
from x to y. k
Lemma ... <M, χA isMSO-definable in <M, J, χA for all χ 3 χn�.
Proof. Since 2 is tree interpretable and x 2 y implies x2n Z y2n, there
are setsU<�w�A R Σ2I andV<�w�A R Σ0ω2� for every class �w� . Σ0ω2�
such that x 2 y iff

x2n Z y2n, w�x . U<�w�A, and �w�y� . V<�w�A .
wherew �� xAy. Since x 2 y implies x J y, all of the above conditions
can be expressed inMSO using χ<xA, χ<yA, and χ<x, yA. �e colouring
of <M, χA is definable for the same reason. k
�eorem ... Let M �� <M, 2A be a tree-interpretable partial order
and let n . N be a constant such that x 2 y implies x2n Z y2n for all
x, y . M.�ere is a congruence colouring χ such that <M, χA is finitely
MSO<�κA-axiomatisable for every χ 3 χ.
Proof. Let χ� be the colouring of Proposition ... We set χ ��
χ� � χK� � χn�. Let I be the MSO-definition of <M, J, χA in <M, χA. By
the preceding lemmas, a structure <X, χ�A is isomorphic to <M, χA if
and only if I<X, χ�A � I<M, χA. �e claim follows since I<M, χA is
MSO<�κA-axiomatisable by Proposition ... k
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. T  

Finally, we consider an arbitrary tree-interpretable structure M. For
the reduction to theprevious casewedefine, as above, a partial order2
and show that the structures <M, 2A andM are definable within each
other.

Definition ... Let x � y if x2I Z y2I and the pair <x, yA is guarded.x � y
Let 2 be the reflexive and transitive closure of �.x 2 y
Lemma ... <M, 2, χA isMSO-definable in <M, χA for all χ 3 χI�.
Proof. �e relation � is FO-definable, since one can tell whether
x2I Z y2I holds by looking at χI�<x, yA. �us, 2, its reflexive and
transitive closure, isMSO-definable.
To show that the colouring is also definable we prove that, for each

colour c of χ, there is a formula φc<x, yA such that<M, χA Ø φc<x, yA iff x 2 y and χ<x, yA � c .
If x � y then there is a relation R and a tuple ā . R with x, y . ā.

Hence, χ<x, yA is available in <M, χA.�us, there is a formula φ�c <x, yA
which expresses that x � y and χ<x, yA � c. We have x 2 y iff there is
a path x � z � � � � � zn � y. Note that zi � zi� implies zi2I Z zi�2I.
�erefore, we can compute χ<x, zi�A from χ<x, ziA and χ<zi, zi�A. k
�e proof of the converse is more involved and requires an inves-

tigation of the branching structure of a tuple.

Definition ... Let ā, b̄ . Mn. We say that ā is a reduct of b̄ iffreduct

() the branching structures of ā and b̄ are isomorphic,

() Ä ā � Ä b̄ ,
() <ai A ajA�<ak A alA � <bi A bjA�<bk A blA for all indices such

that ai A aj Z ak A al ,
() iaii 0 iÄ āi � nI for all i 0 n .

A tuple is called reduced if it is a reduct of itself.reduced

Lemma ... If ā is a reduct of b̄ and b̄ . R then ā . R.
We can checkwhether a tuple ā belongs to a relationR by using the

characterisation of Proposition ... To do so we need the �-class of
u�v for branching points u and v of ā.
Definition ... Let ā . Mn. �e elements bik . M, for i, k 0 n, codecoding a branching structure

the branching structure of ā if

() bii � ai for i 0 n,
() bik2nI X ai A ak Z bik for all i, k, and

() if ai A ak X ai A al then bik � bil for i, k, l 0 n.
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Given bik and bil we can compute the �-class of <ai AakA�<ai AalA.
Hence, if we can show that such elements always exist and that they
are definable, then we are almost done.

Lemma ... Let χ 3 χnI� . For each branching structureX there exists
a formula βX<x̄, ȳA such that <M, 2, χA Ø βX<ā, b̄A if and only if the
branching structure of ā is X and it is coded by b̄.

Proof. For all i, k 0 n we have to express that bik2m � ai A ak for
some m 0 nI. Since bik � bii � ai and bik � bkk � ak this can be
determined by looking at χ<bik, aiA and χ<bik, akA. �e verification of
the other conditions can be done easily. k
Lemma ... Let R be an n-ary relation of M and ā . R. �ere are
elements bik . M, i, k 0 n, coding the branching structure of ā.
Proof. W.l.o.g. assume that Σ � ��. Let

Jik �� F j 0 n i ai A ak X ai A aj K .
We define tuples c̄ik , for i, k 0 n, by induction on iJiki such that c̄ikiJik
is a reduct of āiJik . If Jik � ∅ let c̄ik �� ā. Otherwise, let j, l be indices
such that the branching points ai A al and aj A ak are the immediate
successors of ai A ak . Let

d̄ik �� c̄iliJik 8 c̄jkiJki 8 āiJik8Jki .
Choose c̄ik such that

c̄ikiJik8Jki is a reduct of d̄ikiJik8Jki and c̄ikiJik8Jki � āiJik8Jki .
Finally, set bik �� <cikAk. Since, by construction, d̄ikiJki 8 c̄ikiJki . Rwe
have

bik � <cikAk � <dikAl � <cilAl � bil . k
At last, we are able to prove the other direction.

Lemma ... �e structure <M, χA isMSO-definable in <M, 2, χA for
every χ 3 χnI� where n is the maximal arity of relations of M.

Proof. Let R be an n-ary relation of <M, χA. We prove the claim by
induction on n.<n � A R R Σ0ω is regular with a coarser congruence than �. �us,
we can determine whether a . R by looking at χ<aA.<n 1 A W.l.o.g. assume that all tuples ā . R have the same branch-
ing structure. For all branching points ai A ak with immediate suc-
cessor ai A al let Wikl be the regular language such that ā . R iff<ai A akA�<ai A alA .Wikl for all such i, k, l. By the preceding lemma
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it follows that ā . R if and only if there are elements bik, i, k 0 n,
coding the branching structure of ā and constantsmik 0 nI such that
bik2mik � ai A ak and <bik2mikA�<bil2milA . Wikl for all admissible
i, k, l. Since bik � bil we can check the latter condition by looking at
χ<bik, bilA. k
�eorem ... Let M be a tree-interpretable structure. �ere is a
congruence colouring χ such that <M, χA is finitelyMSO<�κA-axioma-
tisable for all χ 3 χ.
Proof. �eproof is completely analogous to the one of�eorem...
Let χ� be the colouring of�eorem .. for the structure <M, 2A, and
set χ �� χ� � χnI� where n is the maximal arity of relations of M.
Let X be a structure. By the preceding lemmas <M, χA and <M, 2, χA
are MSO-definable within each other. Let I � <M, 2, χA 2MSO <M, χA
be the corresponding interpretation. It follows that X � <M, χA iffI<XA � I<M, χA. �e later condition is MSO<�κA-expressible by
�eorem ... k
Since GSO<�κA allows quantification over colourings χ we obtain

as an immediate corollary the following result.

�eorem... Every tree-interpretable structure is finitelyGSO<�κA-
axiomatisable.

AsGSO<�κA collapses toMSO<�κAonuniformlyk-sparse structures
we obtain the following result of Courcelle [].

Corollary ... Every HR-equational structure is finitely MSO<�κA-
axiomatisable.

. L 

We have shown that every tree-interpretable structure is finitely
GSO<�κA-axiomatisable. Can we do better? In this section we show
that at least the quantifiers �� and �� are needed. Since all tree-
interpretable structures are countable we obviously can do without
the ones for higher cardinalities.
For a logic L let Lm denote the set of L-formulae of quantifier

rank at most m where we count both first- and second-order quanti-
fiers. �e following statements about the expressivity of MSOm and
MSOm<��A can easily be proved using the corresponding versions
of the Ehrenfeucht-Fraïssé game.
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Lemma ... (a) For every m 0 ω there exists a constant k such that
two sets A and B areMSOm-equivalent if and only ifiAi � iBi or iAi, iBi 3 k .
(b) For every m 0 ω there exists a constant k such that two sets

A and B areMSOm<��A-equivalent if and only ifiAi � iBi , or k 2 iAi, iBi 0 � , or iAi, iBi 3 � .

(c) Any two infinite sets areMSO<��A-equivalent.
Lemma ... For all GSO<�κA-sentences φ there exists an MSO<�κA-
sentence φ� such that

T Ø φ iff T Ø φ� for every tree T .

Proof. �is is a special case of �eorem ... Since each vertex has
at most one predecessor one can code a set of edges by the set of their
second components. �is way each quantifier over sets of edges can
be replaced by a monadic quantifier. k
�eorem ... �ere exists a tree-interpretable tree which is not
GSO<��A-axiomatisable.

Proof. �e tree K,�
is tree interpretable and the preceding lemmas

imply that K,�
�GSO<�� A K,�

. k
�is shows that we cannot do without all cardinality quantifiers

even if we allow infinitely many axioms. But do we really need non-
monadic second-order quantifiers?

Open Problem. Are there tree-interpretable structures that are not
(finitely)MSO<�κA-axiomatisable?

. A

Proposition ... Let M � val<TA for some ΥC,τ-term T R 0ω. If
M is finitelyMSO<�κA-axiomatisable then M is tree interpretable. �e
same holds for Υ0

C,τ-terms.

Proof. Let φ . MSO<�κA be the axiom for M. By Proposition ..,
there exists an MSO-interpretation V such that V<TA � val<TA for
every ΥC,τ-term T. �e class of terms T with val<TA � M is finitely
MSO<�κA-axiomatisable since

T Ø φV iff V<TA � M Ø φ .
�us, the set of such trees forms a regular tree language and contains
a regular tree T . T 2MSO T implies M � val<TA 2MSO T. k



 m  Axiomatisations

Corollary .. (Courcelle [, ]). Let M be a countable structure
of finite tree width. M is finitelyMSO<�κA-axiomatisable if and only if
it is HR-equational.

Lemma ... �ere is a ΥC,τ-term T R 0ω such that M �� val<TA is
finitely GSO-axiomatisable but not tree interpretable.

Proof. Let M �� <N, 2, E, PA where E �� N � N and P R N is any
arithmetical but non-recursive set. �en M is not tree interpretable.
On the other hand, because of E the expressive power of GSO

equals full second-order logic. �us, addition and multiplication are
definable inMandwecanconstruct anaxiomusing theFO-definition
of P in <N, �, �A.
Finally, there exists a term denotingM since I � <N, 2, EA 2MSO T

implies <N, 2, E, PA 2MSO <T, I�<PAA. k
Lemma ... LetM be a tree-interpretable structure and a . M. �e
orbit O of a under automorphisms is GSO<�κA-definable.
Proof. If M is tree interpretable then so is <M, aA. Let φ<xA be the
GSO<�κA-formula obtained from the axiom of <M, aA by replacing
every occurrence of the constant a by the variable x. It follows that

b . O iff <M, bA � <M, aA iff M Ø φ<bA . k
Lemma .. (Pélecq []). Let M be a tree-interpretable structure of
finite tree width and let O be the orbit of a . M under automorphisms.
�en <M, OA is tree interpretable.
Proof. O is GSO<�κA-definable by the preceding lemma. Since M is
of finite tree width it follows that O is even MSO<�κA-definable and,
therefore, <M, OA 2MSO T . k
�eorem .. (Courcelle []). Given two tree-interpretable struc-
tures M and N of finite tree width one can decide whether M � N.

Proof. Althoughnot stated explicitly, the constructionof the axiom in
the previous section is effective.�us, in order to determine whether
M � N one can construct the GSO<�κA-formula φM which axioma-
tises M and check whether N Ø φM. k
Open Problem. Is isomorphism decidable for all tree-interpretable
structures?
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Gaifman graph, 

game, 

generalised sum, 

girth, 

granularity, 

GSO, see guarded second-order logic

guarded relation, 

guarded second-order logic, 

guarded tuple, 

HR-equational, 

HR-term, 

incidence structure, 

k-increasing path, 
independence property, 

independent set, 

φ-indiscernible, 
infix order, 

interpretation, 

inverse rational substitution, 

iteration, L-automaton, 

local relation, 





 m Index

maximal family of cut free sets, 

mesh, 

MSO-coding, 

Muchnik’s theorem, 

NLC-term, 

NLC-width, 

k-normal path, 

order

— of a cut, 

— of a separation, 

order type, 

ordered κ-update, 
ordered sum, 

parity automaton, 

parity condition, 

parity game, 

partition refinement, 

non-standard —, 

partial —, 

restriction of a —, 

partition width, 

— overW, 

bidirectional —, 

monadic —, 

non-standard —, 

symmetric —, 

path

— above, 

bounded —, 

k-increasing —, 

k-normal —, 

shißing a —, 

play, 

positional strategy, 

pre-tangle, 

prefix-recognisable, 

preweave, 

product, 

pseudopod, 

Rabin’s theorem, 

reduced

— partition refinement, 

— tuple, 

reduct, 

refining a colouring, 

regular term, 

restriction

— of a partition refinement, 

— of a tangle, 

rational —, 

ribbon, 

root, 

k-separated, 
separating set, 

separation, 

— free, 

admitting —s, 

order of a —, 

strongly admitting —s, 

trivial —, 

shiß, 

shißing a path, 

shuffle, 

spanning forest, 

spanning tree, 

sparse, 

spine, 

strategy, 

stratification, 

strongMSO-coding, 

strongly admitting separations, 

substitution, 

sum

generalised —, 

ordered —, 

symmetric —, 

sunflower, 

symmetric sum, 

symmetric update, 

syntactic congruence, 

tangle, 

term, 

regular —, 

well-formed —, 

ternary tree, 

thread, 

trace, 

tree, 

tree automaton, 

tree cover, 

tree decomposition, 

tree interpretable, 



Index m 

tree width, 

type, 

— index, 

— of a word, 

— of an edge, 

external —, 

monadic —, 

order —, 

φ-—, 

ΥC,τ , 

Υ0
C,τ , 

uniformly sparse, 

unravelling, 

update, 

update instruction, 

val<TA, 
value, 

VR-equational, , 

VR-term, 

width

— of a partition refinement, 

— of a tree cover, 

— of a tree decomposition, 



L

. .  Geburt in Aachen

 –  Grundschule Imgenbroich-Konzen

 –  St.Michael GymnasiumMonschau

. .  Abitur

 –  Wehrdienst

 –  Informatikstudium an der RWTH Aachen

. .  Informatik Diplom

 –  Promotionsstudium an der RWTH Aachen


