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ordered structures.

Keywords. Ehrenfeucht-Fraïssé games, locality, first-order logic

 I

Ehrenfeucht-Fraïssé games provide a versatile tool for the investigation of logics
and their expressive power.When compared to other methods these games have
the advantage that they can easily be adapted to many different logics and that
they also workwell in the context of finite structures. Unfortunately, in nontrivial
applications the complexity of playing these games quickly becomes unmanage-
able. ¿erefore, it was suggested by Fagin, Stockmeyer, and Vardi [] to create a
library of tools that can be used to simplify Ehrenfeucht-Fraïssé games.



For first-order logic, progress in this direction has beenmade by the theorems
ofHanf [] andGaifman [], and by themore recent results of Libkin et.al. [, ].
Games for existential monadic second-order logic were investigated by Fagin
et.al. and Schwentick [, , , ].
A shortcoming of most of these results is that they can only be used on sparse

structures, i.e., structures where the relations contain few tuples (a notable excep-
tion being []). ¿e reason for this is the notion of locality the statements are
based on. In non-sparse structures all elements are in the vicinity of each other.
Hence, if we are interested in results for non-sparse structures we have to adopt
a different notion of locality.
In this paper we look at notions of locality and their effect on Ehrenfeucht-

Fraïssé games. We try to isolate special cases where games can be simplified. Be-
sides sparse structures such cases turn out to be structures with a hierarchical
decomposition and linearly ordered structures. In the first part we present sev-
eral simple ideas to simplify games on non-sparse structures. ¿e second part
consists of a generalisation of the theorem of Gaifman that also gives meaning-
ful results for certain structures that are non-sparse.

 P

Let us recall some basic definitions and fix our notation. Let [n] ∶= {, . . . , n−}.
We tacitly identify tuples ā = a . . . an− ∈ An with functions [n] → A and
frequently we write ā for the set {a , . . . , an−}. ¿is allows us to write ā ⊆ b̄ or
ā = b̄∣I for I ⊆ [n]. We denote the empty tuple by ⟨⟩.
We assume that the reader is familiar with basic concepts of first-order logic

(see e.g. [] for definitions and notation).We will only consider purely relational
structures and we work with infinitary first-order logic throughout.¿e relation
defined by a formula φ in a structure A is denoted by φA.
Two Σ-structures A and B are m-equivalent, in symbols A ≡m B, if they sat-

isfy the same infinitary first-order sentences of quantifier rank at most m. We
denote the quantifier rank of φ by qr(φ).
¿em round Ehrenfeucht-Fraïssé game EFm(A,B) between two Σ-structures

A and B is played as follows. ¿ere are two players Spoiler and Duplicator who
make moves in turn. In every round Spoiler selects either some element a ∈ A
or an element b ∈ B. Duplicator replies with an element of the other structure.
Let ā = a . . . am− ∈ Am and b̄ = b . . . bm− ∈ Bm be the elements selected
during the m rounds. Duplicator wins the play if and only if the mapping p =





{(a , b), . . . , (am− , bm−)} is a partial isomorphism, that is, an isomorphism
between the substructures induced by ā and b̄, respectively. To simplify notation
we will denote such mappings p by ā ↦ b̄.

A more algebraic way to look at Ehrenfeucht-Fraïssé games is via back-and-
forth systems. Such a system consists of a sequence (Jk)i≤m of sets of partial iso-
morphisms with the following properties :

◆ Forth property. For every ā ↦ b̄ ∈ Jk+ and all c ∈ A, there exists an element
d ∈ B such that āc ↦ b̄d ∈ Jk .

◆ Back property. For every ā ↦ b̄ ∈ Jk+ and all d ∈ B, there exists an element
c ∈ A such that āc ↦ b̄d ∈ Jk .

¿eorem . (Ehrenfeucht-Fraïssé). Let A and B be Σ-structures. ¿e following
statements are equivalent:

(a) A ≡m B.

(b) Duplicator has a winning strategy for EFm(A,B).
(c) ¿ere exists a back-and-forth system (Jk)k≤m with Jm ≠ ∅.
If the signature Σ is finite then we can replace (a) by m-equivalence with re-

spect to finitary first-order logic. ¿e reason why we consider infinitary logic is
that, for some constructions below, we need to introduce infinite signatures.

 D 

¿e first thing that comes to mind when tasked with simplifying an Ehrenfeucht-
Fraïssé game is trying to break it down into simpler games. One way of doing so
consists in decomposing the structures in question into several parts on which
one can play separately. ¿erefore, we will study operations f on structures for
which there exists a function g ∶ ω → ω such that

Ai ≡g(m) Bi , for all i , implies f (A , . . . ,An−) ≡m f (B , . . . ,Bn−) .

Let us recall several well-known instances of such operations. ¿e canonical
example consists of disjoint unions.

Lemma .. If A ≡m B and A ≡m B then A ⊍A ≡m B ⊍B.



For a proof, note that if Duplicator has strategies to win the games EFm(A ,B)
and EFm(A ,B) then she can compose them to win the game EFm(A,B). ¿e
key reason why this is possible is that one can select elements of one component
without knowledge of which elements of the other component have been chosen.
For unions that are not disjoint the situation is more complex since the compo-
nent games are not independent. We will return to this more general case below.
An analogous result holds for direct products, although it will not be used in

this article.

Lemma .. If A ≡m B and A ≡m B then A ×A ≡m B ×B.

In fact, this result and its version for disjoint unions can be generalised to
infinitely many operands. (¿ere are even stronger generalisations possible.)

¿eorem . (Feferman-Vaught). If Ai ≡m Bi , for all i ∈ I, then

⊍
i∈I

Ai ≡m ⊍
i∈I

Bi and ∏
i∈I

Ai ≡m∏
i∈I

Bi .

A third important class of operations that are compatible with first-order the-
ories are first-order interpretations.

Definition .. Let Σ and Γ = {R , . . . , Rs} be signatures. A k-dimensional first-
order interpretation (from Σ to Γ) is a list

I = ⟨δ(x̄), ε(x̄ , ȳ), φR
(x̄ , . . . , x̄n−), . . . , φRs

(x̄ , . . . , x̄ns−)⟩
of infinitary first-order formulae over the signature Σ where each of the tuples
x̄ , ȳ, x̄ i above has length k. Such an interpretation defines the following operation
on structures. It maps a Σ-structureA to the Γ-structure

I(A) ∶= (δA, φA

R
, . . . , φA

Rs
)/εA.

¿at is, the universe of I(A) consists of all tuples ā ∈ Ak satisfying δ and the re-
lations are defined by the formulae φR i

. Additionally, we factorise by the relation
defined by ε. Of course, this only works if εA is a congruence of the structure
(δA , φA

R
, . . . , φA

Rs
). If this is not the case then I(A) remains undefined.

Lemma .. Let I be a k-dimensional first-order interpretation where each for-
mula has quantifier rank at most r. For every formula φ over Γ, there exists a
formula φI over Σ of quantifier rank qr(φI) ≤ k ⋅ qr(φ) + r such that, for all
structures A where I(A) is defined, we have

I(A) ⊧ φ iff A ⊧ φI .





Corollary .. Let I be a k-dimensional first-order interpretation where each for-
mula has quantifier rank at most r. If A ≡km+r B then I(A) ≡m I(B), provided
these are defined.

One way to simplify proofs based on Ehrenfeucht-Fraïssé games with the help
of interpretations consists in replacing the structures A and B by more conve-
nient structures A+ and B+ such that A = I(A+) and B = I(B+), for some
interpretation I . Of course, these new structures cannot be really simpler than
the original ones since we can recover the latter from the former. But they might
be more convenient to play on.
For example, suppose that we want to prove that spoiler wins the m round

game betweenA andB. Wemight simplify his task by replacing these structures
by expansions A+ and B+ with some additional, definable relations that make
certain information directly available which, in the original game, spoiler would
need several steps to check. For instance, one could add the immediate successor
relation to a partial order.¿en the player can check immediately whether two el-
ements are immediate successors. Otherwise, he would need an additionalmove
to select an element in between. If the definitions of the new relations have quan-
tifier rank k then, by Corollary ., a proof that spoiler can win EFm−k(A+,B+)
implies that he can also win the original game EFm(A,B).
Example. Consider finite linear orders A = (A, <, �, ⊺) and B = (B, <, �, ⊺)
with constants for the least and greatest element. (Formally, we regard � and ⊺ as
unary predicates to remain in our purely relational framework.) If ∣A∣, ∣B∣ > m
then A ≡m B (see, e.g., [] Example ..). ¿ere exists an interpretation I of
quantifier rank  that defines the relation

E ∶= {(⊺, �)} ∪ { (a, b) ∣ b is the immediate successor of a } .

¿us, I(A) is a cycle of length ∣A∣. By Corollary ., we have I(A) ≡m− I(B).
It follows that, if C andD are cycles of length greater than m then C ≡m− D.

To obtain more substantial simplifications we can combine interpretations
with other operations like disjoint unions. In the remainder of this section we
will consider partitions of a structure that do not correspond to a disjoint union.
We would like to apply the above techniques to this case.
Suppose that we have a partition A ⊍ A of A and let A and A be the cor-

responding substructures of A. We would like to find an operation f such that
f (A ,A) = A. It turns out that using the substructures A and A directly is



not sufficient. We will use certain expansions A+ and A+ instead. ¿e opera-
tions f wewill consider consist of a disjoint union followed by a one-dimensional
quantifier-free interpretation. By the lemmas above it follows that, ifA andB are
structures that can be written as A = f (A+ ,A+ ) and B = f (B+ ,B+ ), for the
same operation f , then

A+ ≡m B+ and A+ ≡m B+ implies A ≡m B .

In order to recover the structure A from its substructures A and A we have
to know which tuples ā ⊆ A and ā ⊆ A are connected by a relation. In the
expansion A+i we therefore colour all tuples by information about those tuples
in the other component it is connected with.

Definition .. Let A be a structure and let r be the maximal arity of a relation
of A. For  ≤ n < r, let Cn be a set of colours. A C̄-colouring of A is a function χ
that maps every tuple ā ∈ An with  ≤ n < r to a colour χ(ā) ∈ Cn . By (A, χ) we
denote the expansion of A by relations Rc ∶= χ−(c), for every c ∈ ⋃n Cn .

¿e following theorem is an immediate consequence of Lemma . and Corol-
lary ..

¿eorem .. Let A and B be Σ-structures with partitions A = A ⊍ A and
B = B ⊍B. Suppose that there exists a quantifier-free interpretation I and colour-
ings χ i of A i and η i of B i such that

A = I((A , χ) ⊍ (A , χ)) and B = I((B , η) ⊍ (B , η)) .
If (A , χ) ≡m (B , η) and (A , χ) ≡m (B , η) then we have A ≡m B.

In order to use this theorem we have to find suitable colourings and interpre-
tations. Let A = A ⊍ A be a partition of A. We start by defining colourings χ i
of Ai such that,

A = I((A , χ) ⊍ (A , χ)) ,
for some quantifier-free interpretation I . ¿ere is a canonical choice for such
colours. We can colour a tuple ā by its external type as defined below.

Definition .. Let A be a Σ-structure and X ,U ⊆ A.
(a) A formula φ(x̄) is a literal if it is either atomic or the negation of an atomic

formula. If, in addition, every variable x i really appears in φ then we call φ(x̄) a
strict literal.





(b) ¿e atomic type of a tuple ā ⊆ A over a set U ⊆ A of parameters is the set

atp(ā/U) ∶= {φ(x̄) ∣ φ a literal with parameters in U , A ⊧ φ(ā) } .

For U = ∅, we just write atp(ā). ¿e external type of ā is the set

etp(ā/U) ∶= atp(ā/U) ∖ atp(ā) .

(c) For ā, b̄ ⊆ A, we define the type equivalence relation

ā ≃U b̄ : iff etp(ā/U) = etp(b̄/U) .

(d) We denote the set of all external n-types over U realised in X by

In(X/U) ∶= Xn/≃U .

¿e union over all n is

I(X/U) ∶= I(X/U) ∪ ⋅ ⋅ ⋅ ∪ Ir−(X/U) ,

where r is the maximal arity of relations of A. For U = A ∖ X, we introduce the
shorthands

In(X) ∶= In(X/A∖ X) and I(X) ∶= I(X/A∖ X) .

(e) Set ΣL(X) ∶= Σ∪{Rτ ∣ τ ∈ I(X) }.¿e localisation ofA to X is the ΣL(X)-
structure

L(X) ∶= (A∣X , χ)

where χ is the I(X)-colouring with χ(ā) ∶= etp(ā/A∖ X).
External types were introduced in [, ] generalisingwork of Courcelle []. See

also [] for similar techniques.

Example. Let (A, ≤, P̄) be a linear order with unary predicates P̄. For every con-
vex subset C ⊆ A, we have

ā ≃A∖C b̄ for all ā, b̄ ∈ Cn .

When labelling tuples by their external type we can recover the original struc-
ture from its substructures with the help of a disjoint union and a quantifier-free
interpretation.



Lemma .. Let A be a Σ-structure and X ⊆ A. ¿ere exists a one-dimensional
quantifier-free interpretation I such that

A ≅ I(L(X) ⊍L(A∖ X)) .

If we are given two structures A and B and partitions A ⊍ A = A and
B⊍B = B then it follows that there are interpretationsI andJ that reconstruct
A andB from the respective localisations. But, in order to apply¿eorem . we
furthermore require that I = J . Note that, with our current definitions, this is
never the case for the trivial reason that the sets of colours used by L(A i) and
L(B i) are disjoint. Hence, we have to unify them by finding a suitable bijection
mapping colours of L(A i) to those of L(B i). In order to be able to use the same
interpretation for both structures we cannot use an arbitrary bijection between
I(A i) and I(B i). We need one that respects the relations between tuples of these
types. ¿e following definition formalises this idea.

Definition .. LetA andB be Σ-structures with partitionsA = X⊍⋅ ⋅ ⋅⊍Xm−

and B = Y ⊍ ⋅ ⋅ ⋅ ⊍ Ym−.
(a) A tuple ā is scattered if there are at least two indices i with ā ∩ X i ≠ ∅.
(b) Two tuples ā ∈ An and b̄ ∈ Bn are congruent if we have

a i ∈ Xk iff b i ∈ Yk , for all i < n and k < m .

(c) For a sequence

gni ∶ In(X i)→ In(Yi) , for i < m and  < n < r ,

of bijections, we write

ḡ ∶ X̄ ≈ Ȳ

if, whenever ā i ⊆ X i and b̄
i ⊆ Yi , i < m, are tuples such that

◆ ā . . . ām− and b̄ . . . b̄m− are congruent and scattered, and

◆ g
∣ā i ∣
i (etp(ā i/A∖ X i)) = etp(b̄ i/B ∖ Yi) , for all i ,

then we have

A ⊧ φ(ā , . . . , ām−) iff B ⊧ φ(b̄ , . . . , b̄m−) ,

for every strict literal φ(x̄ , . . . , x̄m−).





Example. Consider the following partitions of circles C and C where the labels
represent the external types:

a

bc



 

a′

b′c′

′

′

′
′

X

X

Y

Y

¿en we have

gg

 ∶ XX ≈ YY ,

where g ∶ X → Y and g

 ∶ X → Y are the functions x ↦ x′.

Remark. (a) Let A andB be structures with partitions X̄ and Ȳ . We denote the
substructure of A induced by X i by Ai and the substructure ofB induced by Yi

by Bi . ¿ere exist functions ḡ with ḡ ∶ X̄ ≈ Ȳ if and only if, there exist colour-
ings χ i ofAi and η i ofBi and a one-dimensional quantifier-free interpretationI
such that

A = I((A , χ) ⊍ ⋅ ⋅ ⋅ ⊍ (Am− , χm−))
and B = I((B , η) ⊍ ⋅ ⋅ ⋅ ⊍ (Bm− , ηm−)) .

(b) Suppose that ḡ ∶ X̄ ≈ Ȳ . If ā i ⊆ X i and b̄
i ⊆ Yi are tuples such that, for all i,

atp(ā i) = atp(b̄ i) and g
∣ā i ∣
i [ā i] = [b̄ i]

then we have atp(ā . . . ām−) = atp(b̄ . . . b̄m−) .
Definition .. Let Σ and Γ be signatures and g ∶ Σ → Γ an arity preserving
bijection. If A is a Σ-structure and B a Γ-structure then we write A ≡gm B if we
have

A ⊧ φ iff B ⊧ φg , for all φ of quantifier rank at most m,

where φg is the formula obtained from φ by replacing every relation symbol R
by g(R).



Lemma .. LetA andB be Σ-structures, X , . . . , Xm− ⊆ A and Y , . . . ,Ym− ⊆
B sequences of disjoint subsets, and ḡ ∶ X̄ ≈ Ȳ . If g i ∶ ΣL(X i) → ΣL(Yi), i < m,
are the corresponding bijections between the signatures then

(∗) L(X i), ā i ≡g i L(Yi), b̄ i , for all i < m ,

implies atp(ā . . . ām−) = atp(b̄ . . . b̄m−).
Proof. Note that (∗) implies

∣ā i ∣ = ∣b̄ i ∣ , atp(ā i) = atp(b̄ i) , and g
∣ā i ∣
i [ā i] = [b̄ i] .

If there is at most one index i with ∣ā i ∣ >  then we are done. Otherwise, the
claim follows from ḡ ∶ X̄ ≈ Ȳ and the remark above.

With the help of Lemma . we can rewrite ¿eorem . in the following
form.

¿eorem .. Let A and B be Σ-structures with partitions X ⊍ X = A and
Y⊍Y = B of their universes. Suppose that ḡ ∶ XX ≈ YY and let g i ∶ ΣL(X i)→
ΣL(Yi), i < , be the corresponding bijections between the signatures. If

L(X) ≡gm L(Y) and L(X) ≡gm L(Y)

then we have A ≡m B.

Of course, whether we archive a simplification this way largely depends on
the existence of suitable partitions of the given structures, preferably with few
external types between the components.

Example. Let A = (A, E, <) and B = (B, E, <) be undirected graphs equipped
with an additional linear order. Suppose that A = X ⊍X and B = Y ⊍Y where
every element of X andY is less than all elements of, respectively, X andY . Set
Ai ∶= A∣X i

and Bi ∶= B∣Yi
. Let ā i be an enumeration of all elements of Ai that

are adjacent to some element of A−i , and let b̄
i be the elements of Bi adjacent

to some element ofB−i .
Note that all tuples (of a given arity) disjoint from ā, ā, b̄, b̄ have the same

external type. Consequently, if we have

atp(ā ā) = atp(b̄ b̄) ,





then we can find functions ḡ ∶ XX ≈ YY. Hence, the conditions

(A , ā
) ≡m (B , b̄

)
(A , ā

) ≡m (B , b̄
)

atp(ā ā) = atp(b̄ b̄)

imply that A ≡m B.

 C 

In many applications the systems under consideration have a hierarchical struc-
ture. For instance, when designing a circuit diagram one usually assembles it in
a modular way by using several predefined units. Usually, these units in turn con-
sist of subunits which, again, might be built up from even simpler parts. When
playing Ehrenfeucht-Fraïssé games on such structures onewould like to take this
hierarchy into account, e.g., by playing on various levels of abstraction where all
units of a lower level are considered as black-boxes without internal structure.
To do so we introduce an operation on structures that contracts a unit to a sin-
gle point. A er contracting all subunits we can play the game on the remaining
structure.

Definition .. Let A be a Σ-structure and X , . . . , Xn− ⊆ A a sequence of dis-
joint subsets such that, for all i , k < n, there are functions

ḡ ik ∶ X i , (A∖ X i) ≈ Xk , (A∖ Xk) .

(a) ¿e X̄-contraction C(A, X̄) of A is obtained by replacing each set X i by a
single element x i and adding auxiliary relations Pτ that encode how the remain-
ing elements were connected to those in X i . Formally, we define the universe of
the contraction as

C ∶= (A∖⋃i X i) ⊍ {x , . . . , xn−} ,

and the relations are

RC(A, X̄)
∶= RA∣C , for R ∈ Σ ,

P
C(A, X̄)
τ ∶= {(ā, x i) ∣ etp(ā/X i) = gi(τ) } , for τ ∈ I(A∖ X/X) ,



and QC(A, X̄)
∶= {x , . . . , xn−} .

(b) Recall that a tuple ā ∈ Am is scattered if there are at least  indices i < n
with ā ∩ X i ≠ ∅. For such a tuple ā, we define the local type of ā as

ltp(ā) ∶= ⟨∼, F , (τp)p⟩ ,
where

s ∼ t : iff as ∈ X i ⇔ at ∈ X i , for all i < n ,

τp ∶= atp(ā∣p) , for p ∈ [m]/∼ ,

F ∶= { s < m ∣ as ∈ A∖ (X ∪ ⋅ ⋅ ⋅ ∪ Xn−) } .

(c) We call A globally uniform w.r.t. X̄ if, for all m < ω and all scattered tuples
ā, b̄ ∈ Am ,

ltp(ā) = ltp(b̄) implies atp(ā) = atp(b̄) .
(d) Suppose that A is globally uniform w.r.t. X̄ and let m < ω. ¿e global m-

type of A, X̄ is the set

gtpm(A, X̄) ∶= { ⟨ltp(ā), atp(ā)⟩ ∣ ā ∈ Am is scattered} .
¿eorem .. Let A and B be structures and suppose that X , . . . , Xm− ⊆ A and
Y , . . . ,Yn− ⊆ B are subsets such that A is globally uniform w.r.t. X̄ and B is
globally uniform w.r.t. Ȳ . If we have

gtpm(A, X̄) = gtpm(B, Ȳ) , for all m ≤ k ,

C(A, X̄) ≡k C(B, Ȳ) and L(X i) ≡k L(Yj) , for all i , j ,

then it follows that A ≡k B.

Proof. Let g ∶ A→ C(A, X̄) and h ∶ B→ C(B, Ȳ) be the contractionmaps with
g(X i) = {x i}. We call a map ā ↦ b̄ l-good, if ā ∈ Ak−l and b̄ ∈ Bk−l ,

C(A, X̄), g(ā) ≡l C(B, Ȳ), h(b̄) ,

and, for all indices i < m and j < n such that I ∶= { s ∣ as ∈ X i } ≠ ∅ and b̄∣I ⊆ Yj,
we have

L(X i), ā∣I ≡l L(Yj), b̄∣I .





Let J l be the set of all l-good maps. We claim that (J l)l ∶ A ≡k B.
We have ⟨⟩↦ ⟨⟩ ∈ Jk ≠ ∅. To check the forth property assume that ā ↦ b̄ ∈ J l

and c ∈ A.
If c ∈ A∖ (X ∪ ⋅ ⋅ ⋅ ∪ Xm−) then

C(A, X̄), g(ā) ≡l C(B, Ȳ), h(b̄)

implies that there is some element d ∈ B such that

C(A, X̄), g(ā)c ≡l− C(B, Ȳ), h(b̄)d .

Hence, āc ↦ b̄d is (l − )-good.
Suppose that c ∈ X i . If ā ∩ X i ≠ ∅ then, for suitable j and I, we have

L(X i), ā∣I ≡l L(Yj), b̄∣I ,

which implies that we can find an element d ∈ Yj with

L(X i), ā∣Ic ≡l− L(Yj), b̄∣Id .

Hence, āc ↦ b̄d is (l − )-good. Similarly, if ā ∩ X i = ∅ then

C(A, X̄), g(ā) ≡l C(B, Ȳ), h(b̄)

implies that there is some index j < n such that

C(A, X̄), g(ā)x i ≡l− C(B, Ȳ), h(b̄)y j .

In particular, b̄ ∩ Yj = ∅. Let d be an element such that

L(X i), c ≡l− L(Yj), d .

¿en āc ↦ b̄d is (l − )-good.
It remains to prove that every ā ↦ b̄ ∈ J is a partial isomorphism. Fix a

subtuple ā′ ⊆ ā and let b̄′ ⊆ b̄ be the corresponding subtuple of b̄. If ā′ is scattered
then we have ltp(ā′) = ltp(b̄′) and it follows that ā′ and b̄′ satisfy the same strict
literals.
If ā′ is not scattered then ā′ = ā ∪ ā and b̄′ = b̄ ∪ b̄ where ā ⊆ X i and b̄ ⊆

Yj, for some i , j. Hence, L(X i), ā ≡ L(Yj), b̄ implies that etp(ā/A ∖ X i) =
etp(b̄/B ∖ Yj) and it again follows that ā′ and b̄′ satisfy the same strict literals.



Example. Let An be the graph consisting of a cycle of length n to every point of
which is attached a path of length n as follows:

A C(A , X̄
)

L(X
i )

Let Xn
 , . . . , X

n
n− be the sets of vertices of the attached paths. ¿en L(Xn

i ) is
a path of length n and C(An , X̄

n) is a cycle of length n with additional edges
attached at every vertex. If m, n ≥ k then we have

C(Am , X̄
m) ≡k C(An , X̄

n) and L(Xm
i ) ≡k L(Xn

j )
which implies that Am ≡k An .

 G 

In the preceding sections we have considered decompositions of a structure into
disjoint parts.Nowwe studydecompositions into twoparts that overlap. Suppose
that we have a subset Z ⊆ A and some notion of distance between elements ofA.
For i < n, let X i be the set of all elements whose distance from Z is i, and let
Xn contain the remaining elements.We are interested in the decomposition ofA
into the sets X∪⋅ ⋅ ⋅∪Xn− and X∪⋅ ⋅ ⋅∪Xn .¿is situation arose in [].We present
a slightly generalised version of those results rephrased to fit our terminology.

X X X X X

Definition .. Let A be a Σ-structure and X ⊍ ⋯ ⊍ Xn = A a partition of its
universe. We set X<k ∶= X ∪ ⋅ ⋅ ⋅ ∪ Xk− and similarly for X>k etc.





(a) ¿e inner part of A is

J(X̄) ∶= (A∣A∖Xn
, X , . . . , Xn− , (P

τ)τ , . . . , (Pn−
τ )τ)

where

P i
τ ∶= { ā ⊆ X<i ∣ etp(ā/X>i) = τ } .

Analogously, we define the outer part of A byO(X . . . Xn) ∶= J(Xn . . . X).
(b) LetB be another Σ-structure andY⊍⋅ ⋅ ⋅⊍Yn = B a partition of its universe.

For bijections

gki ∶ Ik(X<i/X>i)→ Ik(Y<i/Y>i) ,  < i < n , k < r ,

hki ∶ Ik(X>i/X<i)→ Ik(Y>i/Y<i) ,  < i < n , k < r ,

we write

ḡ , h̄ ∶ X̄ ≈ Ȳ

if, whenever there is an index  < l < n and tuples ā ⊆ X<l , c̄ ⊆ X>l , b̄ ⊆ Y<l , and
d̄ ⊆ Y>l such that

◆ ∣ā∣ = ∣b̄∣ >  and ∣c̄∣ = ∣d̄∣ > ,
◆ g

∣ā∣
i [ā] = [b̄] and h

∣c̄∣
i [c̄] = [d̄]

then we have

A ⊧ φ(ā, c̄) iff B ⊧ φ(b̄, d̄) , for every strict literal φ(x̄ , ȳ) .

If the distance between X and Xn is large enough then we can play the game
separately on J(X̄) andO(X̄).
¿eorem .. LetA andB be structures and X⊍⋯⊍Xn = A and Y⊍⋯⊍Yn = B
partitions of their universes. Suppose thatm is a number such that m ≤ n. If there
are bijections ḡ and h̄ such that

ḡ , h̄ ∶ X̄ ≈ Ȳ , J(X̄) ≡gm J(Ȳ) , and O(X̄) ≡hm O(Ȳ) ,

then we have A ≡m B.



Proof. For a set Z ⊆ A, we set

µ(Z) ∶=max ({−} ∪ { k ∣ Z ∩ Xk ≠ ∅}) ,
and ν(Z) ∶=min ({n + } ∪ { k ∣ Z ∩ Xk ≠ ∅}) .

Wepartition every tuple ā ⊆ A as ā = λ(ā)⊍ρ(ā)with le part λ(ā) ⊆ A∖Xn

and right part ρ(ā) ⊆ A∖X by induction on ∣ā∣. We set λ(⟨⟩) ∶= ⟨⟩ and ρ(⟨⟩) ∶=
⟨⟩. For nonempty tuples āc, we consider two cases. Suppose that c ∈ X l . If c is
nearer to the le part of ā than to its right part, that is, if

l ≤ 


(ν(ρ(ā)) + µ(λ(ā))) ,

then we add c to the le part, i.e., we set

λ(āc) ∶= λ(ā)c and ρ(āc) ∶= ρ(ā) .

Otherwise, we define

λ(āc) ∶= λ(ā) and ρ(āc) ∶= ρ(ā)c .

For b̄ ⊆ B, we define λ(b̄) and ρ(b̄) analogously. Note that, if k ∶= ∣ā∣ ≤ m then

ν(ρ(ā)) − µ(λ(ā)) ≥ (n + )−k > n−m ≥  .

Define

Jk ∶= { ā ↦ b̄ ∣ J(X̄), λ(ā) ≡gk J(Ȳ), λ(b̄) and
O(X̄), ρ(ā) ≡hk O(Ȳ), ρ(b̄) } .

We claim that (Jk)k<m ∶ A ≡m B. By definition, we have ⟨⟩↦ ⟨⟩ ∈ Jm ≠ ∅.
To check the forth property, let ā ↦ b̄ ∈ Jk and c ∈ A. By symmetry, we may

assume that λ(āc) ≠ λ(ā) and ρ(āc) = ρ(ā). Since J(X̄), λ(ā) ≡g
k

J(Ȳ), λ(b̄)
there is some element d ∈ B ∖ Yn such that

J(X̄), λ(ā)c ≡g
k− J(Ȳ), λ(b̄)d .

Consequently, we have āc ↦ b̄d ∈ Jk− .
It remains to show that every ā ↦ b̄ ∈ J is a partial isomorphism. Suppose

that A ⊧ φ(ā), for some literal φ. If λ(ā) = ⟨⟩ then

O(X̄), ρ(ā) ≡h O(Ȳ), ρ(b̄)





impliesB ⊧ φ(b̄). In a similar way it follows that ρ(ā) = ⟨⟩ impliesB ⊧ φ(b̄).
¿erefore, wemay assume that λ(ā) and ρ(ā) are both nonempty.¿ere exists

some index l < n such that λ(ā) ⊆ X<l and ρ(ā) ⊆ X>l . Since

J(X̄), λ(ā) ≡g J(Ȳ), λ(b̄)

we have

g(etp(λ(ā)/X>l)) = etp(λ(b̄)/Y>l) .

Again it follows thatB ⊧ φ(b̄).
Example. Let A = (A, <, R̄) be a finite linearly ordered structure. We define the
distance between two elements a, b ∈ A by

d(a, b) ∶= { c ∈ A ∣ a < c ≤ b or b < c ≤ a } .

Suppose that the relations R l are local in the sense that there is a number k such
that, for every tuple ā ∈ R l , we have d(a i , a j) ≤ k, for all i , j.
Let C ⊆ A be a subset that is convex with respect to <. If we are given a second

structure B with a convex subset D ⊆ B such that B∣B∖D ≅ A∣A∖C then we can
apply the above machinery by defining

X i ∶= { a ∈ A ∣ k(i − ) < d(a, c) ≤ ki for some c ∈ C } ,
Yi ∶= { b ∈ B ∣ k(i − ) < d(b, c) ≤ ki for some c ∈ D } .

A X X X C X X X

B Y Y Y D Y Y Y

Since O(X̄) ≅O(Ȳ) we only have to prove that J(X̄) ≡hm J(Ȳ).

 T   G  

 

For sparse structures the theorem of Gaifman provides a powerful method for
proving expressibility results. Unfortunately, if the structures in question are non-
sparse then the statement of the theorem becomes trivial. Nevertheless there



are examples of successful arguments using Ehrenfeucht-Fraïssé games on non-
sparse structures like linear orderings or Presburger Arithmetic. Furthermore,
these arguments seem also to be based on a notion of locality. ¿erefore, there is
hope to generalise Gaifman’s theorem to cover these cases. For linear orders, we
will present such a generalisation in the next section.
In order to obtain a meaningful generalisation of the theorem of Gaifman we

need to consider other metrics. Hence, we start in this section with defining a
quite general notion of ametric. For every element a of our structure, we assume
that we are given some set Nk(a) which we interpret as the set of all elements
whose distance to a is at most k. In order for these sets Nk(a) to induce a rea-
sonable notion of distance we require them to satisfy some simple axioms.

Definition .. Let A be a structure.
(a) Let Nk(a) ⊆ A, for a ∈ A and k < ω, be a family of sets. We call N =
(Nk(a))a ,k a system of neighbourhoods if, for all a ∈ A and every k < ω, the
following conditions are satisfied:

◆ a ∈ N(a)
◆ Nk(a) ⊆ Nk+(a)
◆ ¿ere is an increasing function ζ ∶ ω → ω such that, for all a, b ∈ A,

b ∈ Nk(a) implies Nk(a) ⊆ Nζ(k)(b) .

For X ⊆ A, we set Nk(X) ∶= ⋃a∈X Nk(a).
(b) Let N be a system of neighbourhoods. A subset X ⊆ A is k-scattered

(w.r.t. N) if a ∉ Nk(b), for all a, b ∈ X with a ≠ b.

Let us collect some basic properties of systems of neighbourhoods.

Lemma .. Let N be a system of neighbourhoods.

(a) If b ∈ Nk(a) then Nζ(k)(b) ⊆ Nζ(k)(a).
(b) If Nk(b) ⊈ Nζ(k)(a) then Nk(a) ∩ Nk(b) = ∅.
(c) Nζ(k)(Nk(a)) ⊆ Nζ(k)(a).
(d) If X is ζ(k)-scattered then

∣X ∩ Nk(c)∣ ≤  , for all c ∈ A .
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Proof. (a) By definition, b ∈ Nk(a) implies Nk(a) ⊆ Nζ(k)(b). In particular,
a ∈ Nζ(k)(b) which in turn implies Nζ(k)(b) ⊆ Nζ(k)(a).
(b) Suppose that c ∈ Nk(a)∩Nk(b) ≠ ∅. ¿en c ∈ Nk(a) implies Nζ(k)(c) ⊆

Nζ(k)(a), and c ∈ Nk(b) implies Nk(b) ⊆ Nζ(k)(c). It follows that Nk(b) ⊆
Nζ(k)(a).
(c) If b ∈ Nk(a) and c ∈ Nζ(k)(b) then it follows by (a) that

c ∈ Nζ(k)(b) ⊆ Nζ(k)(a) .
(d) Let a, b ∈ X, a ≠ b. If a ∈ Nk(c) then Nk(c) ⊆ Nζ(k)(a). ¿erefore,

b ∉ Nζ(k)(a) implies b ∉ Nk(c).
In case of the usual Gaifmanmetric the distance between two elements is first-

order definable. For general metrics this does not need to be the case. ¿erefore,
we add new relations encoding the distances.

Definition .. Let A be a structure and N a system of neighbourhoods.
For ā ⊆ Awe set

Nk(ā) ∶= (A∣Nk(ā) , (D i)i<k , ā)
where D i ∶= { (b, c) ∣ c ∈ N i(b) } .
Intuitively the reason why the theorem of Gaifman holds is that elements that

are far away cannot be distinguished by atomic formulae. In order to generalise
the theorem to other notions of distance we have to require the same property.

Definition .. Let A be a structure with system of neighbourhoods N .
(a) We call A globally uniform w.r.t. N if, whenever ā, ā′, b̄, b̄′ are tuples such

that

◆ ∣ā∣ = ∣ā′∣ and ∣b̄∣ = ∣b̄′∣,
◆ b̄ ∩ N(ā) = ∅ and b̄′ ∩ N(ā′) = ∅,
◆ atp(ā) = atp(ā′) and atp(b̄) = atp(b̄′),

then we have

atp(āb̄) = atp(ā′b̄′) .
(b) If A is globally uniform and k,m < ω, then we define the global type of A

as

gtpk ,m(A) ∶=
{ ⟨atp(ā), atp(b̄), atp(āb̄)⟩ ∣ ā ∈ Ak , b̄ ∈ Am , b̄ ∩ N(ā) = ∅} .



¿e next lemma shows that globally uniform structures satisfy our require-
ment. Far away elements are indistinguishable.

Lemma .. Let A and B be globally uniform structures such that

gtpk ,m(A) = gtpk ,m(B) , for all k,m < ω .

Let ā , ā ⊆ A and b̄ , b̄ ⊆ B be tuples such that

Nr(b̄ i) ∩ Nζ(r)(ā i) = ∅ , for both i .

If we have

Nr(ā) ≡n Nr(b̄) and Nr(ā) ≡n Nr(b̄)

then Nr(ā ā) ≡n Nr(b̄b̄).
Proof. For a tuple c̄ ⊆ A, we set c̄ i ∶= c̄∩Nr(ā i), and analogously for tuples d̄ ⊆ B.
We claim that

(Jk)k≤n ∶ Nr(ā ā) ≡n Nr(b̄ b̄) ,

where

Jk ∶= { c̄ ↦ d̄ ∣ ∣c̄∣ = ∣d̄∣ = m − k , Nr(ā i), c̄ i ≡k Nr(b̄ i), d̄ i , for both i } .

By definition, we have ⟨⟩ ↦ ⟨⟩ ∈ Jn ≠ ∅ and the back-and-forth property is
easily verified. Hence, we only need to show that every c̄ ↦ d̄ ∈ J is a partial
isomorphism.
By definition of J , we have atp(c̄) = atp(d̄) and atp(c̄) = atp(d̄). Further-

more, by Lemma . (c), Nr(b̄ i) ∩ Nζ(r)(ā i) = ∅ implies that

Nr(b̄ i) ∩ N(Nr(ā i)) = ∅ .

Hence, we have c̄∩N(c̄) = ∅ and d̄∩N(d̄) = ∅. SinceA andB are globally
uniform and their global types coincide it follows that atp(c̄ c̄) = atp(d̄d̄).
Consequently, c̄ ↦ d̄ is a partial isomorphism.

A er these preparations we can prove an analogue of the theorem of Gaifman
for globally uniform systems of neighbourhoods.





Definition .. (a) A sentence φ is basic local if it is of the form

∃x̄(‘x̄ is r-scattered’ ∧⋀
i

ψ(Nr(x i))(x i)) ,

where ψ(Nr(x))(x) denotes the relativisation of ψ to Nr(x).
(b) A sentence φ is basic global if it is of the form

∃x̄∃ȳ(ȳ ∩ N(x̄) = ∅∧ ψ(x̄ , ȳ))

where ψ is quantifier-free.

Lemma .. If A andB are globally uniform structures that satisfy the same basic
global sentences then we have

gtpk ,m(A) = gtpk ,m(B) , for all k,m < ω .

¿eorem .. Let A and B be globally uniform structures such that

gtpk ,m(A) = gtpk ,m(B) , for all k,m < ω .

If A and B satisfy the same basic local sentences then A ≡ω B.

Proof. It is sufficient to show that A ≡m B, for all m < ω. Fix m < ω and set
ρ(k) ∶= ζ k(). We define

Jk ∶= { ā ↦ b̄ ∣ ā ∈ Am−k , b̄ ∈ Bm−k ,Nρ(k)(ā) ≡mk+ Nρ(k)(b̄) } .

Weclaim that (Jk)k≤m is a back-and-forth system forA andB. Since ⟨⟩↦ ⟨⟩ ∈ Jm
it then follows that A ≡m B. Clearly, every ā ↦ b̄ ∈ J is a partial isomorphism.
¿erefore, we only need to prove the back-and-forth property.
By symmetry it is sufficient to consider the forth property. Let ā ↦ b̄ ∈ Jk and

c ∈ A. We distinguish two cases.
First, suppose that Nρ(k−)(c) ⊆ Nρ(k)(ā). Since

Nρ(k)(ā) ≡mk+ Nρ(k)(b̄)

we can find some d ∈ Nρ(k)(b̄) such that

Nρ(k)(ā), c ≡mk Nρ(k)(b̄), d .



It follows that

Nρ((k−))(āc) ≡mk Nρ((k−))(b̄d)

which implies that āc ↦ b̄d ∈ Jk− .
It remains to consider the case that Nρ(k−)(c) ⊈ Nρ(k)(ā). ¿en we have

Nρ(k−)(c) ∩ Nρ(k−)(ā) = ∅ ,

by Lemma . (b). If we find an element d ∈ B such that

Nρ(k−)(d) ∩ Nρ(k−)(b̄) = ∅
and Nρ(k−)(c) ≡m(k−)+ Nρ(k−)(d)

then it follows by Lemma . that

Nρ((k−))(āc) ≡m(k−)+ Nρ((k−))(b̄d) .

Consequently, āc ↦ b̄d ∈ Jk− and we are done.
In order to find a suitable element d let ψ(x) be a formula such that

(B, (D i)i<ρ(k)) ⊧ ψ(d) iff Nρ(k−)(c) ≡m(k−)+ Nρ(k−)(d) ,

and set

ϑn(x , . . . , xn−) ∶= ‘x̄ is (ρ(k − ))-scattered’ ∧⋀
i<n

ψ(x i) ,

and χλ(ȳ) ∶= ∃x⋯∃xλ−(⋀
i<λ

Nρ(k−)(x i) ⊆ Nρ(k−)(ȳ) ∧ ϑλ(x̄)) .

Note that the quantifier rank of ψ is bounded by m(k − ) +  and that of χλ by
λ +m(k − ) + .
Let κ be the maximal finite cardinal such that

(A, (D i)i<ρ(k)) ⊧ ∃x⋯∃xκ−ϑκ(x̄)

(if no such cardinal exists we set κ ∶= ω), and let λ be the maximal finite cardinal
such that

Nρ(k)(ā) ⊧ χλ(ā) .
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Note that λ ≤ ∣ā∣ = m − k, by Lemma . (d).
Let ē be some ρ(k − )-scattered sequence of length λ with Nρ(k−)(e i) ⊆

Nρ(k−)(ā) such that every e i satisfiesψ. We claim that ēc is ρ(k−)-scattered.
If e i ∈ Nρ(k−)(c), for some i, then Nρ(k−)(c) ⊆ Nρ(k−)(e i). But there is

some index l such that e i ∈ Nρ(k−)(a l) which implies

Nρ(k−)(e i) ⊆ Nρ(k−)(a l) .
Hence, we have Nρ(k−)(c) ⊆ Nρ(k−)(a l) in contradiction to our assumption
on c.
Similarly, if c ∈ Nρ(k−)(e i), for some i, then e i ∈ Nρ(k−)(a l), for some l ,

impliesNρ(k−)(e i) ⊆ Nρ(k−)(a l), and it follows that c ∈ Nρ(k−)(a l).¿ere-
fore, we have Nρ(k−)(c) ⊆ Nρ(k)(a l)which again contradicts our assumption
on c.
We have shown that ēc is a ρ(k − )-scattered sequence every element of

which satisfies ψ. ¿is implies κ ≥ λ + .
Since A andB satisfy the same basic local sentences it follows that

(B, (D i)i<ρ(k)) ⊧ ∃x⋯∃xλϑλ+(x̄) .
By definition of Jk we further have

Nρ(k)(b̄) ⊧ χλ(b̄) ∧ ¬χλ+(b̄) ,
since the quantifier rank of this formula is bounded by

λ +  +m(k − ) +  ≤ m − k +  +m(k − ) +  ≤ mk +  .

Let ē ∈ Bλ+ be a sequence satisfying ϑλ+ . ¿ere must be some index i such that
Nρ(k−)(e i) ⊈ Nρ(k−)(b̄). By Lemma . (b), it follows that

Nρ(k−)(e i) ∩ Nρ(k−)(b̄) = ∅ .

¿us, we have found an element d ∶= e i such that

Nρ(k−)(d) ∩ Nρ(k−)(b̄) = ∅
and Nρ((k−))(c) ≡m(k−)+ Nρ((k−))(d) .
Corollary .. On the class of globally uniform structures every first-order sen-
tence is equivalent to a boolean combination of basic local and basic global sen-
tences.



 T   G  

Σ- 

¿e requirement of globally uniformity is a rather strong one. Essentially it only
covers structures that can be obtained from a sparse structure by an interpreta-
tion. In particular, linear orders are not globally uniform. In order to extend the
theorem of Gaifman to linearly ordered structures we therefore try to weaken
our assumptions by considering structures that are globally uniform only with
respect to some relations.

Definition .. Let A be a (Σ ⊍ Ξ)-structure where Ξ contains a binary relation
symbol ≤ ∈ Ξ.
(a) A system of neighbourhoods N for A is linear (w.r.t. ≤) if ≤A is a linear

preorder on A such that every set Nk(a) is convex w.r.t. ≤.
(b) Let N be a linear system of neighbourhoods for A. For a, b ∈ A and k < ω,

we define

Hk(a, b) ∶= ⋃{Nk(c) ∣ a ≤ c ≤ b or b ≤ c ≤ a } .

(c) We call A linearly Σ-uniform w.r.t. N if

◆ N is a linear system of neighbourhoods,

◆ the Σ-reduct A∣Σ is globally uniform w.r.t. N , and

◆ there is a number β such that, for all n < ω, every pair a, a′ ∈ A, and all
tuples b̄, c̄ ∈ (H(a, a′))n ,

atp(b̄) = atp(c̄) implies

atp(b̄/A∖Hβ(a, a′)) = atp(c̄/A∖Hβ(a, a′)) .

(All types are with respect to the full signature Σ ∪ Ξ.)

Suppose that A is a (Σ ⊍ Ξ)-structure such that A∣Σ is globally uniform. We
try to simplify the Ehrenfeucht-Fraïssé game by removing all relations in Σ and
playing on the resulting reduct. Of course, we have to somehow take into account
the relations we deleted. We do so by labelling the elements of A by the type of
their neighbourhoods.¿us, the simplification consists in replacing the relations
of Σ by unary predicates.





Definition .. Let A be a (Σ ⊍ Ξ)-structures with linear systems of neighbour-
hoods. For ā ⊆ A and b, c ∈ A, we define

Nk(ā) ∶= (A∣Nk(ā) , (D i)i<k , ā) ,
Hk(b, c) ∶= (A∣Hk(b ,c) , (D i)i<k) ,

and Lm ,k(ā) ∶= (A∣Ξ , (D i)i≤k , (Pτ)τ , ā) ,

where

D i ∶= { (b, c) ∣ c ∈ N i(b) } ,
Pτ ∶= { b ∈ A ∣¿m(Nk(b)) = τ } ,

and¿m(N) denotes the infinitary first-order theory ofN of quantifier rank m.
We also set Lm ,k(A) ∶= Lm ,k(⟨⟩).
We will reduce the game on two structures A and B to a game on the cor-

responding structures Lm ,k(A) and Lm ,k(B). Note that the classical theorem
of Gaifman can be seen as a reduction of EFm(A,B) to a game between two
structures (A, P̄) and (B, P̄) with only unary predicates P̄.
Definition .. Let A andB be (Σ ⊍ Ξ)-structures with linear systems of neigh-
bourhoods and let ≤ ∈ Ξ be the corresponding preorder.
(a) Two tuples ā ∈ An and b̄ ∈ Bn are m-congruent if

a i ∈ Nk(a l)⇔ b i ∈ Nk(b l) , for all i , l < n and k ≤ m −max{i , l} .

(b) Set ρ(n) ∶= ζn(β) and letm < ω and ā ∈ Am−k . We define a partition of ā
into several intervals Hk(a i , a l) as follows.

a aa a aa

Hk(a ,a)
³¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹µ

Hk(a ,a)
³¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ

Hk(a ,a)
³¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ

¿e partition is induced by the following equivalence relation ∼ ⊆ [m − k]. For
l < n < m − k, we define by induction on n

l ∼ n : iff there are i , j < n with i ∼ j ∼ l such that

Nρ(m−n−)(an) ⊆ Hρ(m−n)(a i , a j) .



Further, we set

σ(n) ∶=min{ i ∣ i ∼ n } and S ∶= { n ∣ σ(n) = n } ,

and we define functions µ and ν by

µ(n) ∼ n ∼ ν(n) and aµ(n) ≤ an ≤ aν(n) ,

for every n < m − k.

Example. For the tuple ā ∈ A in the above diagram, we have S = {, , },

σ−() = {, , } , σ−() = {} , σ−() = {, } ,
µ() = µ() = µ() =  and ν() = ν() = ν() =  ,
µ() =  and ν() =  ,
µ() = µ() =  and ν() = ν() =  .

Remark. (a) For all n, we have

Nk(an) ⊆ Hk(aµ(n), aν(n)) ⊆ Nm−σ(n)(aσ(n)) .

(b) If ā and b̄ arem-congruent then both tuples lead to the same σ, S, µ, and ν.
(c) Note that each ∼-class is of the form σ−(n), for some n ∈ S.

¿eorem .. LetA andB be (Ξ⊍Σ)-structures with linearly Σ-uniform systems
of neighbourhoods.

Lm−,ρ(m−)(A) ≡m Lm−,ρ(m−)(B) implies A ≡m B .

Proof. To simplify notation we set

Hk[ā; n] ∶= Hk(aµ(n), aν(n)) and Hk[ā; n] ∶= Hk(aµ(n), aν(n)) .

Let ā ∈ Am−k and b̄ ∈ Bm−k . We call the map ā ↦ b̄ good if

◆ ā and b̄ are m-congruent,

◆ Hρ(k)[ā; n], ā∣σ−(n) ≡k Hρ(k)[b̄; n], b̄∣σ−(n) , for all n ∈ S,

◆ Lk−,ρ(k−)(ā∣S) ≡m+k Lk−,ρ(k−)(b̄∣S) .
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Let

Jk ∶= { ā ↦ b̄ ∣ ā ∈ Am−k , b̄ ∈ Bm−k , ā ↦ b̄ is good} .

We claim that (Jk)k ∶ A ≡m B. By assumption we have ⟨⟩ ↦ ⟨⟩ ∈ Jm . For the
forth property, suppose that ā ↦ b̄ ∈ Jk and c ∈ A. We consider two cases.
First, suppose that Nρ(k−)(c) ⊆ Hρ(k)[ā; n], for some n ∈ S.

Hρ(k)[ā; n], ā∣σ−(n) ≡k Hρ(k)[b̄; n], b̄∣σ−(n)

implies that there is some d ∈ Hρ(k)[b̄; n] such that

Hρ(k)[ā; n], ā∣σ−(n)c ≡k− Hρ(k)[b̄; n], b̄∣σ−(n)d .

It follows that

Hρ(k−)(x , x′), ā∣σ−(n)c ≡k− Hρ(k−)(y, y′), b̄∣σ−(n)d ,

where x ∶= min{aµ(n) , c} and x′ ∶= max{aν(n), c} and similarly for y and y′.
Consequently, we have āc ↦ b̄d ∈ Jk− .
It remains to consider the case that Nρ(k−)(c) ⊈ Hρ(k)[ā; n], for all n ∈ S.

¿en we have Nρ(k−)(c) ∩Hρ(k−)[ā; n] = ∅, for all n ∈ S, and

Lk−,ρ(k−)(ā∣S) ≡m+k Lk−,ρ(k−)(b̄∣S)

implies that there is some d ∈ B such that

Lk−,ρ(k−)(ā∣S), c ≡m+k− Lk−,ρ(k−)(b̄∣S), d .

¿erefore, we have

Lk−,ρ(k−)(ā∣S c) ≡m+k− Lk−,ρ(k−)(b̄∣Sd) ,

and āc ↦ b̄d ∈ Jk− .
Finally, we have to show that every ā ↦ b̄ ∈ J is a partial isomorphism. Sup-

pose thatA ⊧ φ(c̄) where c̄ ⊆ ā and φ is a literal. If there is some n ∈ S such that
c̄ ⊆ Hβ[ā; n] then

Hβ[ā; n], ā∣σ−(n) ≡ Hβ[b̄; n], b̄∣σ−(n)



implies that B ⊧ φ(d̄) where d̄ ⊆ b̄ is the corresponding subtuple of b̄. Hence,
we may assume that c̄ = c̄ . . . c̄ l where l >  and there are distinct numbers
n , . . . , n l ∈ S such that

c̄ i ⊆ H[ā; n i] , for i ≤ l .

Since A is linearly Σ-uniform we have

A ⊧ φ(c̄′ , . . . , c̄′l) for all tuples c̄′i ⊆ H[ā; n i] with atp(c̄′i) = atp(c̄ i) .
Let α i(x̄ , y) ∶= ⋀ atp(c̄ ian i

) be the quantifier-free formula describing the
atomic type of the tuple c̄ ian i

, and set

β i(x̄) ∶= α i(x̄ , an i
) ∧ x̄ ⊆ Nρ(m−n i)(an i

)
∧ ⋀

k∈S∖{n i}

Nβ(x̄) ∩ Nρ(m−k)(ak) = ∅ .

¿en we have

A ⊧ ∀x̄⋯∀x̄ l(⋀
i≤l

β i(x̄ i)→ φ(x̄ , . . . , x̄ l)) .

Since L,β(ā∣S) ≡m L,β(b̄∣S) it follows that

B ⊧ ∀x̄⋯∀x̄ l(⋀
i≤l

β i(x̄ i)→ φ(x̄ , . . . , x̄ l)) .

Consequently, we have B ⊧ φ(d̄ , . . . , d̄ l) where d̄ i ⊆ b̄ is the subtuple of b̄
corresponding to c̄ i .

Example. Set Ξ ∶= {≤, E} and Σ ∶= R̄. We consider two linearly ordered struc-
tures A = (A, ≤, E, R̄) and B = (B, ≤, E, R̄) where E is the successor relation
of ≤. We define the distance d(a, b) between elements a, b ∈ A as their Gaifman
distance in the reductA∣E ,R̄ , i.e., we ignore ≤. Let Nr(a) be the r-neighbourhood
of a with respect to this distance. ¿e structures Lm ,n(ā) are labelled linear or-
ders where the colour of an element denotes the type of its r-neighbourhood.
Hence, we have reduced the game on A and B to a simpler game on labelled
linear orders.

We conclude this section with a more substantial application. LetR be a ring.
We consider a chain complex (M●, d●) ofR-modulesMn = ⟨Mn ,+, (λr)r∈R⟩,

⋯→M →M →M → 





that is, a sequence of homomorphisms dn ∶ Mn →Mn− between modules with
dn ○ dn+ = . We encode such a complex as a structure

C(M●, d●) = ⟨C ,+, (λr)r∈R , d , ≤⟩

where

◆ C = ⊍n Mn is the disjoint union of the universesMn ,

◆ + is the union of the (graphs of the) addition operations on eachMn ,

◆ λr is the union of the scalar multiplication operations on eachMn ,

◆ d is the union of the graphs of the dn , and

◆ the preorder ≤ is defined by

a ≤ b : iff a ∈ M i and b ∈ Mk for i ≤ k .

Recall that the n-th homology group of (M●, d●) is

Hn(M●, d●) ∶= kerndn/ rngdn+ .

We will prove that there does not exist a first-order formula φ that holds in a
structure of the formC(M●, d●) if and only if there exists amaximal index n < ω
with Hn(M●, d●) ≠  and this index n is even.
For a contradiction, suppose that φ is a sentence with the desired properties.

Let R = Q andMn ∶= Qω , for all n. We define a function d ∶ Qω
→ Qω by

d(a i)i<ω ∶= (b i)i<ω where b i ∶=
⎧⎪⎪⎨⎪⎪⎩
a i+ if i is even,

 otherwise.

Note that kern(d) = rng(d) and the sequence

⋯
d
Ð→M

d
Ð→M

d
Ð→M

is exact. Furthermore, let d′ ∶ Qω
→ Qω be the constant map with value .

Letm be the quantifier rankofφ, set r ∶= ρ(m−), andfix anumber l > r+m .
We define two complexes (M●, d


●) and (M●, d


●) by setting

d i
n ∶=
⎧⎪⎪⎨⎪⎪⎩
d′ if n =  or n = l + i ,
d otherwise ,

for i <  .



⋯
d
Ð→Ml+i

d′

Ð→Ml
d
Ð→ ⋯

d
Ð→M

d
Ð→M

d
Ð→M

d′

Ð→ 

It follows that

Hn(M●, d
i
●) =
⎧⎪⎪⎨⎪⎪⎩

Qω if n =  or n = l + i ,
 otherwise .

By assumption on φ we therefore have

C(M●, d

●) ⊧ φ iff C(M●, d


●) ⊭ φ .

In order to apply ¿eorem ., we partition the signature into Ξ ∶= {≤} and
Σ ∶= {+, (λr)r , d}. We define a system of neighbourhoods N by setting

Nr(a) ∶= ⋃{M i ∣ n − r ≤ i ≤ n + r } ,

where n is the index such that a ∈ Mn . With these definitions a structure of the
form C(M●, d●) becomes linearly Ξ-uniform.
Let a be an element of the first complex and b an element of the second one.

Suppose that a ∈ M i and b ∈ M j. If

◆ i = j < l − r or

◆ i = j −  > r or

◆ r < i < l − r and r < j < l +  − r

then we have

Hr(a) ≅ Hr(b) .

It follows thatLm−,r(C(M●, d

●)) consists of a coloured linear preorderwhere in

themiddle part there are only two colours: the zero elements of eachM i have one
colour and all other elements have the second colour. Furthermore, we obtain the
structureLm−,r(C(M●, d


●)) from the first one by inserting a copy ofMi that is

also coloured this way. Since themiddle part consists of more than r+m−r ≥
m copies of Mi it follows that Duplicator has a winning strategy for the m-
round Ehrenfeucht-Fraïssé game between these structures. By ¿eorem ., it
follows that

C(M●, d

●) ≡m C(M●, d


●) .

A contradiction.





 C

We have investigated tools to simplify Ehrenfeucht-Fraïssé games on non-sparse
structures. In the first part of the paper we have presented several simple ways to
decompose a game on two structures into games on certain substructures. Tech-
nically the main idea behind these constructions was the colouring of tuples by
their external type.
In the second part of the paper we have tried to generalise the theorem of Gaif-

man to non-sparse structures. In particular, we aimed at covering well-known
examples from the literature which successfully employed locality-based Ehren-
feucht-Fraïssé arguments. By introducing the notions of global uniformity and
linear uniformity we were able to do so for the case of linearly ordered structures.
We conclude this article by mentioning two important cases which still remain
open.

Open Problem. Extend the theorem of Gaifman such that it covers

(a) trees (with ordering),

(b) Presburger Arithmetic and algebraically closed fields.
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