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Abstract We present several characterisations of the class of prefix-recognisable
graphs including representations via graph-grammars and MSO-interpretations.
The former implies that prefix-recognisable graphs have bounded clique-width;
the latter is used to extend this class to arbitrary relational structures. We prove
that the prefix-recognisable groups are exactly the context-free groups. Finally,
we develop methods to prove that certain structures are not prefix-recognisable
and apply them to well-ordered structures.

1 Introduction

In recent years the investigation of algorithmic properties of infinite structures
has become an established part of computer science. Its applications range from
algorithmic group theory to databases and automatic verification. Infinite da-
tabases, for example, were introduced to model geometric and, in particular,
geographical data (see [17] for an overview). In the field of automatic verification
several classes of infinite transition systems and corresponding model-checking
algorithms have been defined. For instance, model-checking for the modal u-
calculus over prefix-recognisable graphs is studied in [6,18]. A further point of
interest in this context is the bisimulation equivalence of such transition systems
as considered in [23].

Obviously, only restricted classes of infinite structures are suited for such
an approach. In order to process a class I of infinite structures by algorithmic
means two conditions must be met:

(i) Each structure 2 € K must possess a finite representation.
(ii) The operations one would like to perform must be effective with regard to
these representations.

One fundamental operation demanded by many applications is the evaluation
of a query, that is, given a formula ¢(Z) in some logic and the representation of
a structure 2 € K one wants to compute a representation of the set <p9[ ={a|
A = ¢(a) }. Slightly simpler is the model-checking problem which asks whether
A E p(a) for some given a. The class of prefix-recognisable graphs investigated in
the present article has explicitly been defined in such a way that model-checking
for MSO, monadic second order logic, is decidable. To the authors knowledge it
is the largest natural class with this property.



Class Logic

context-free MSO(3*)
HR-equational MSO(3*)
prefix-recognisable MSO(3%)

automatic FO(3*)
rational Yo
recursive Yo

Table 1. Decidability

Several different notions of infinite graphs and structures have been consid-
ered in the literature:

— Context-free graphs [21,22] are the configuration graphs of pushdown au-
tomata.

— HR-equational graphs [9] are defined by equations of hyperedge-replacement
grammars.

— Prefiz-recognisable graphs have been introduced in [7]. Several characterisa-
tions are presented in this article.

— Automatic graphs [16,3,4] are graphs whose edge relation is recognised by
synchronous multihead automata.

— Rational graphs [16,20] are graphs whose edge relation is recognised by asyn-
chronous multihead automata.

— Recursive graphs [15] are graphs whose edge relation is recursive.

These classes of graphs form a strict hierarchy. In Table 1 it is shown for each
class for which logic model-checking is still decidable. FO(3*) and MSO(3¥)
denote first- and monadic second-order logic extended by the quantifier “there
are infinitely many”, and X is the set of quantifier-free first-order formulae.

In this article the following characterisation of the class of prefix-recognisable
graphs is presented.

Theorem 1. Let & be a graph. The following statements are equivalent:

(i) & is pmﬁx—recognisable.
(i) &
(iii) (’5 18 the configuration graph of a pushdown automaton with e-transitions.
(iv) & is MSO-interpretable in the binary tree Ts.

(v) & is VR-equational.

Y%y)|c for a rational substitution h and a regular language C.

The first two items are due to Caucal [7]; Stirling [23] proved (iii); and
Barthelmann [1] delivered the last two characterisations where (iv) was stated in
terms of k-copying transducers as introduced by Courcelle. It will turn out that,
with regard to the binary tree, these are equivalent to MSO-interpretations as
defined below.

Besides giving new and much simpler proofs of (iv) and (v), the main new
results presented in this article are: (1) a generalisation of (iv) to non-injective



MSO-interpretations, (2) an extension of prefix-recognisable graphs to arbitrary
relational structures, and (3) a characterisation of prefix-recognisable groups and
well-orderings.

The outline of the article is as follows. In Section 2 we define the class of
prefix-recognisable graphs and recall several known characterisations of it.

Section 3 introduces monadic-second order logic and proves the equivalence of
(i) and (iv) in Theorem 1. This result enables us to extend the definition of prefix-
recognisable graphs to arbitrary relational structures which are investigated in
the remainder of this section.

The characterisation in terms of vertex-replacement graph-grammars is given
in Section 4 together with some results on the tree-width and clique-width of
prefix-recognisable graphs.

In Section 5 we investigate the class of groups whose Cayley-graph is prefix-
recognisable, and prove that they coincide with the context-free groups.

Finally, in Section 6 examples are given on how to prove that certain struc-
tures are not prefix-recognisable.

2 Prefix-recognisable graphs

Most of the classes mentioned in the introduction were originally defined as
classes of edge-labelled graphs. We will represent such graphs as structures
(V,(Ey)aca) where each E, CV x V.

Definition 1. A graph is prefix-recognisable if it is isomorphic to a graph of
the form (S, (Eq)aca) where S is a reqular language over some alphabet X and
each E, is a finite union of relations of the form

WU x V) :={(wu,wv) |[ueU, veV, we W}

for reqular languages U, V., W C X*. The class of prefix-recognisable graphs is
denoted by PRG.

Actually in the usual definition the reverse order (U x V)W is used. The
above formulation was chosen as it fits better to the usual conventions regarding
trees.

Ezample 1. The structure (w, s, <) is prefix-recognisable. If we represent the uni-
verse by a* the relations take the form

s=a"(e X a) and <=a"(e xa").

This representation can easily be generalised to one of the complete binary tree
Ty = ({O, 1}*, 00,071, j) which will become important in Section 3:

oi={0,1}" (e xi) and  =<={0,1}*(e x {0,1}").



Originally, Caucal defined PRG in a different way. In order to obtain a class
of graphs with decidable MSO-theory he defined two operations on graphs which
preserve MSO-decidability and applied them to the binary tree ¥s.

Definition 2. Let & = (V, (Ey)aca) be a graph with universe V- C {0, 1}*.

(1) The restriction &|c denotes the subgraph (VNC, (E,NC x C),) induced
by C' C {0,1}*.

(2) Let A be a disjoint copy of A and expand & by the relations Eg := (E,)~"
for a € A. Given a set of labels B and a mapping h associating with every b € B
a language h(b) C (AU A)*, the inverse substitution h™1(®&) defines the graph
(V,(E})veB) where E; consists of those pairs (u,v) such that in the expansion
of & there is a path from u to v labelled by some word in h(b).

Proposition 1 (Caucal [7]). A graph & is prefiz-recognisable if and only if it
is isomorphic to h™'(Ta)|c for some regular language C' and mapping h such
that h(a) € {0,1,0,1}* is regular for all a.

Ezample 2. (w,s,<) can be defined with C := 1* and h(s) := 1, h(<) := 1.

In a similar way to the characterisation of context-free graphs as configuration
graphs of pushdown automata one can describe the class of prefix-recognisable
graphs via some model of automaton. To do so one considers pushdown automata
with e-transitions where each configuration has either no outgoing e-transitions
or no outgoing non-e-transitions. Then the e-transitions are “factored out” in
the following way: one takes only those vertices without outgoing e-transitions
and adds an a-transition between two vertices iff in & there is a path between
them consisting of one a-transition followed by arbitrarily many e-transitions.

Proposition 2 (Stirling [23]). A graph & is prefiz-recognisable if and only if
it is the configuration graph of a pushdown automaton with e-transitions where
the e-transitions are factored out in the way describe above.

Ezample 3. The pushdown automaton for (w, s, <) has the following configura-
tion graph:

(q076) % (q07X) % (quXX) % (q07XXX) %

{00

(q1,8) =— (g1, X) =— (@1, XX) =— (1, XXX) =— -

S

IN

3 Interpretations in the binary tree

Interpretations are a general tool to obtain classes of finitely presented struc-
tures with a set of desired properties. One fixes some structure 2 having these
properties and chooses a kind of interpretation that preserves them. Then one
considers the class of all structures which can be interpreted in 2.



If one is interested in decidability of monadic second-order logic the canonical
structure to consider is the infinite binary tree T». Thus, in the present section we
investigate the class of all structures that are MSO-interpretable in Ts. It turns
out that, restricted to graphs, this class coincides with PRG yielding a model-
theoretic characterisation of the class of prefix-recognisable graphs.

Let us recall some basic definitions. MSO, monadic second-order logic, ex-
tends first-order logic FO by quantification over sets. A formula ¢(Z) where each
free variable is first-order defines on a given structure 2 the relation ¢ := {a |

2= p(a)}.

Definition 3. Let A = (A, Ry, ..., R,) and B be relational structures. A (one-
dimensional) MSO-interpretation of 2 in B is a sequence

7= <5(m), e(x,y), ¢r (Z),..., @Rn(f»

of MSO-formulae such that
Y = (5%, gp%l,..., gp%n)/g%.

To make this expression well-defined we require that €2 is a congruence of the
structure (5%, gp%,..., gp?ﬂ).

We write 7 : A <pso B if Z is an MSO-interpretation of 1 in 9. Since 2 is
uniquely determined by 8 and Z, we can regard Z as a functor and denote 2
by Z(B). The coordinate map from 6T to A is also denoted by Z. We call T
injective if the coordinate map is injective.

If it is not necessary to name the interpretation we simple write 2 <y50 8.
A =npso B holds iff A <ygo B and B <yso L.

The decidability of the monadic-theory of To was established by Rabin via
automata theoretic techniques (see [24] for an overview). To fix our notation,
a tree over S is a structure (T, (04)acs) where T C S* is prefix-closed and the
a-successor relation o, contains all pairs (z,za) for x € T. The complete tree
over S is Tg 1= (5%, (0a)acs)- Finally, T, := Tyq . n_1y. If convenient we regard
trees as partial orders (7, <,MM) where < is the prefix-ordering and z My denotes
the longest common prefix of x and y. Further, we identify a prefix-closed set
T C S* with the tree (T, (04)qes). An A-labelled tree is either represented as
structure (T, (04)aess (Pa)aeA) or simply as a mapping T' — A. Finally, a reqular
tree is a tree with only finitely many subtrees up to isomorphism.

We denote automata by tuples (Q, X, A, qo, F') with set of states @, alpha-
bet X, transition relation A, initial state gg, and acceptance condition F. Some-
times, if the automaton is deterministic, A is replaced by a function J.

To state the equivalence result we need to code tuples of sets as labelled trees.

Definition 4. For sets Xy, ..., Xn—1 C {0,1}* denote by Ty the {0,1}"-labelled
binary tree such that the ith component of T (y) is 1 iff y € X;. For singletons
X; = {x;} we also write Ty.



The relation between automata and MSO logic on trees is given by Rabin’s
famous tree theorem:

Theorem 2. For each ge(X,:E) € MSO there is a tree-automaton A such that
L(A) = {Tx; | T2 = (X, 7) }.

Below we will prove that a graph is prefix-recognisable if and only if it is MSO-
interpretable in T5. Since we want to extend this class to arbitrary relational
structures it is natural to use the following definition.

Definition 5. The class of prefix-recognisable structures is defined as
PRStr := {2 | A <mso %2 }.

By the above remarks it immediately follows that MSO model-checking is
decidable for every prefix-recognisable structure. This can be slightly extended
to MSO(3¥), MSO extended by the quantifier “there are infinitely many”.

Lemma 1. For each 2 € PRStr model-checking for MSO(3¥) is decidable.

Proof. 1t is sufficient to construct a formula @i,¢(X) such that Ty = pin(A) if
and only if A is infinite. Then

Fayp(x,Y,y) = IX Vo ( Xz — ¢(x,Y, 7)) A pms(X)].

By Kénig’s lemma A C {0, 1}* is infinite if and only if there is an infinite path P
such that for all z € P there is some y € A with x < y. This condition can be
expressed in MSO.

The first direction of the desired characterisation is a straightforward modi-
fication of the well-known translation of automata to MSO-formulae.

Lemma 2. PRG C PRStr.

Proof. Let 2 € PRG. Clearly, the prefix-ordering < is MSO-definable in Ts.
Further, for each regular language L C {0,1}* there is a MSO-formula ¢y (u,v)
stating that v < v and the labeling v~ 'v of the path from w to v is in L. Thus,
relations R = |J,_,, Wi(U; x V;) can be defined by
i<n
In order to prove the converse we first simplify the involved MSO-interpre-
tation to injective ones.

Lemma 3. Let D C {0,1}* be regular and E C D x D a prefiz-recognisable
equivalence relation. There is a reqular language D' C D such that D' contains
exactly one element of each E-class.



Proof. Denote the E-class of x by [z], define py, := inf< [z] and s, := (pjy) 2.

Let ¢p(z,y) be a MSO-definition of the function = — Plz)- Finally, let s be the
number of states of the automaton associated with E. We claim that each class [z]
contains an element of length less than [p(,)| + s. Thus, one can define

D':={z€D|s; <syforallyez]}

where < is the lexicographic ordering which is definable since the length of the
words is bounded so that we only need to consider finitely many cases.

To prove the claim choose xg, 1 € [z] such that xoMMx1 = p,. Since (2o, 21) €
FE there are regular languages U, V, and W such that zg = wu, 1 = wv for
uweU,veV,and w e W with w C p. If |wu| > |pp| + s then, by a pumping
argument, there exists some v’ € U such that [py| < |wu| < ]p[m]] + s. Hence,
(wu',x1) € E is an element of the desired length.

Corollary 1.

(i) PRG is closed under prefiz-recognisable congruences.
(ii) FEach structure in PRStr has an injective interpretation in Ts.

The next result was stated in Barthelmann [1] using a slightly different notion
of interpretation. We present a much shorter prove based on Theorem 2.

Theorem 3. A graph & is in PRG if and only if & <mso Te.

Proof. Tt remains to prove (<). Assume that Z : & <pgo %2 for injective Z.
Let E be an edge relation of &, and let A = (Q,{0,1}, A, qo, 2) be the tree-
automaton associated with the MSO-definition of E in T. Let Occ(t) denote
the set of labels which occure at some vertex of t. We classify the states of 2
according to the set of labelles which can appear in trees that are accepted from
this state.

Qp = {q €Q | Occ(t

) ,O } for all trees t accepted from q}
Qo == {q € Q| Occ(t)
)

/—Aﬂ/—/‘ﬂ

,[1,0] } for all trees t accepted from q}
Q1 := {q €eqQ | Occ(t { 0 O [0,1] } for all trees t accepted from q}
Qo1 = {q € Q| Occ(t) {[0,0, 1,1]} or {[0,0],1,0],[0,1]}
for all trees t accepted from q}

Let Qp C @ be the set of states from which 2 accepts the tree labelled by [0, 0]
everywhere; (0o the set of states from which only trees are accepted which contain
on vertex labelled [1,0] and whose other vertices are labelled by [0,0]. @1 is
defined analogously with [1,0] repaced by [0, 1]. Finally, let Qo1 contain the
states from which trees are accepted that contain either a vertex labelled by [1, 1]
or two vertex labelled by [1,0] and [0, 1] respectively.



We construct languages Uy, V,, and W, such that u € Uy, v € V,, and w € W,

if and only if there is an accepting run of 2 on Ty} (v} Where the node w is
labelled by ¢. Then

E = | WUy x V).
q€Q

Let W, := L(Q,{0,1}, Aw,, o, {q}) where

Aw, :={(®,0,p") | (p,[0,0],p",p0) € A, po € Qy }
U{(p,1,0") | (p,]0,0],p0,p") € A, po € Qp}

and Uy := L(Q W {qr},{0,1}, Au,, ¢, {qs}) where

AUq = {(p7 pr/) ‘ (p7 [O,C 7pl7p0) € A7 Do € Q@ UQla ce {071}}
U{(p717p/) ‘ (p7 [Oacap07p/)€A7 pOGQ@UQla 06{071}}
U{(pa C,Qf) ’ (pa [17d]7p07p/0) € Av Po, p,O S Q@UQh C,d € {071}}

Vy is defined analogously.

Y,

Although the characterisation of prefix-recognisable graphs by interpreta-
tions is quite elegant and allows a natural generalisation to arbitrary relational
structures, in actual proofs it is most of the time easier to work with a more
concrete characterisation in terms of languages. Hence, we will try to generalise
our original definition of prefix-recognisable graphs which uses relations of the
form (J, W;(U; x V;) to PRStr.

Definition 6. The branching structure of words xg,...,x,—1 € {0,1}* is the
partial order (X, =) where

X ={etu{z;Naj i, j<n}
The elements of X are called branching points.

FEzample 4. The branching structure of 1111, 1011, 101011 is depicted in Fig-
ure 1.

101011 1011

\101/ 1111 xl)x OA‘W To
N A
\

3 o

U

Figure 1. The branching structure of 1111, 1011, 101011 and its isomorphism type



Note that for fixed number of words there are only finitely many non-isomor-
phic branching structures.

Proposition 3. An n-ary relation R C ({0,1}*)" is MSO-definable in To if and
only if R is a finite union of relations of the following form:

(a) All tuples & € R have the same branching structure (up to isomorphism).

(b) For each pair of adjacent branching points u and v there is a regular lan-
guage Wy, such that * € R if and only if for each such pair u, v the path
between them is labelled by a word in Wy, .

Proof. The case of n = 2 was proved in Theorem 3 above. The proof of the
general case is similar, so it is only sketched. (<) Clearly, each such relation is
MSO-definable. (=) If R is MSO-definable the labels of paths between branching
points are regular.

FEzxzample 5. For the branching structure in the previous example, a relation would
be defined by five regular languages U, V., W, X, and Y (see Figure 1):

R=U(V xW(X xY))

Automatic structures were first defined by Khoussainov and Nerode [16]. In
the following we will use the characterisation of automatic and unary-automatic
structures in terms of FO-interpretations given in Blumensath [3].

Proposition 4. PRStr C AutStr.

Proof. Strictness follows from the fact that model-checking for MSO is decidable
for PRStr but not for AutStr.

We have to show that 2 <yigo T2 implies A <po (T9, =X, el). Using the char-
acterisation that is given in the preceding proposition it is sufficient to construct
an FO-definition of a relation R which is defined by a certain branching-structure
and regular languages W; as described above. By a simple modification of the
usual translation of automata to FO-formulae on (%, =<, el) (see e.g. [5,3]) one
obtains for each W; a formula ¢y, (z,y) which states that z < y and the path
from x to y is labelled by a word in W;. Obviously, there also is a formula 3(z, §)
which holds iff £ has a given branching-structure with universe z,y. Thus, one

can define R by
(@) = 3p(89) A N\ ewi (0, 2)
7
where z;, z; € {zo,...,y0,...} are the branching-points corresponding to W;.

Proposition 5. 1AutStr C PRStr

Proof. Since (w, s, <) <mso T2, by Corollary 7.5 of [3], it is enough to construct
an interpretation (N, <, (n|z),) <mso (w, s, <). To do so we only need to define
the the divisibility predicates.

Pnja(T) = VX (Xe AVy(Xy — Xs"y) — Xx).
For strictness, note that To € PRStr \ 1AutStr.



4 VR-equational graphs

The class of prefix-recognisable graphs can also be characterised via graph-
grammars. This characterisation was first given by Barthelmann [1]. Following
the notation of Courcelle [9,10,11] we present simplified versions of the proofs,
give some corollaries, and study the class of finite induced subgraphs of a prefix-
recognisable graph.

Infinite graphs can be obtained as canonical solutions of a system of equations
of graph-terms over some signature =.

Definition 7. A regular system of equations over = is a system

1‘1=t1, ey Ty = 1tn
where x1,...,T, are unknowns and t1,...,t, are terms of signature = with free
variables among x1, ..., xy. Furthermore, we require that no t; consists solely of

an unknown.

To define the solution of such a system we introduce infinite terms. An count-
able term over Z is a countable tree every vertex of which is labelled by some
function of = such that for every node the number of successors equals the arity
of its label. The free algebra of all such terms is denoted by F(Z).

Lemma 4 (Courcelle [8]).

(i) Each regular system of equations has a unique solution in §(=) which is a
tuple of regular trees.

(ii) Each regular tree can be obtained as solution of a reqular system of equa-
tions.

This lemma justifies the following definition.

Definition 8. Let A be a =-algebra and h : F(=Z) — A the canonical homomor-
phism. The canonical solution of a reqular system of equations in 2 is the image
of the unique solution in (=) under h.

Since we are interested in defining infinite graphs by systems of equations we
have to define an algebra of graphs and corresponding graph operations.

Definition 9. The algebra of VR-equational graphs consists of all vertex-col-
oured graphs with countable many vertices and n colours for some fixed n. The
operations are

— disjoint union P,

— the graph a whose single vertex is coloured by a for all a < n,

— the relabelling og for B : N — N which assigns colour ((a) to each vertex
formerly coloured by a, and

— the function 0 , which adds E.-edges between all pairs of vertices which are
coloured, respeétively, a and b.



The signature corresponding to n is denoted by 1,, :== { @, a, 05 a b |a,b<n}.

Definition 10. A graph is VR-equational iff it is the canonical solution of a
reqular system of equations over 1.

Countable terms are not only a technical tool to define VR-equational graphs.
They also provide a connection to trees. The next result is Proposition 3.11 of [1].
It can also be proved analogous to Theorem 4.4 in Courcelle [10].

Proposition 6. Let & be a graph denoted by a countable term T of signature 1,
for somen < w. Then & <yso 1.

This result immediately implies one direction of the characterisation we are
aiming at.

Corollary 2. The class of VR-equational graphs is contained in PRG.

Proof. Let & be VR-equational, and let T be the regular countable term denot-
ing &. Since T is regular, it can be interpreted in 5. Thus, & <yso T <mso To.

The converse is slightly more involved.

Proposition 7 (Barthelmann [1]). Let & <o T2 be a graph. There is a
reqular countable term of signature T,, denoting &.

Proof. We give a proof analogous to the ones of Theorem 4.6 and Corollary 4.9
in Courcelle [10].

For simplicity assume that & has only one edge relation which is of the
form W(U x V). Let A = (Q,{0,1},90, g0, F) and A" = (Q',{0,1},0", ), F') be
automata recognising U and V respectively. The state transitions induced by
u € {0,1}* are 0,(q) := d(q,u) and 8,(q) := §'(¢,u). Let D C {0,1}* be the
encoding of the universe.

For each w € {0,1}* we construct a finite term t,,(xo, 1) of signature 7,, as
described below. Let T, be the countable term obtained from t,, by recursively
substituting t,,,0 for the occurrence of xg in t,, and t,,; for the one of x1, i.e.,
Tw = tw(Two, Tw1). The construction will ensure that T;, denotes the subgraph
of & induced by the set of vertices represented by w{0, 1}*. The colouring consists
of pairs (f, f) of functions f : @ — @ and f’' : Q" — @'. The unique vertex
created by the subterm t,,, of T, will be coloured (d,,d.,).

ty is defined as follows: We update the colouring from §, to 0y, ¢ € {0, 1},
and add edges between T,,0 and T,,; if w € W.

add(gg, (z0) ® 0, (z1) ©v) if we W,

tw(xo,21) := )
{Qﬁo(x0)®951(xl)@v ifwgW,

where v introduces the vertex represented by w

. {(idQ,idQ/) if w e D,

0 otherwise,



0. updates the colouring

Be(f, f') = (f 0 dc, [T 0 8),

and add is the composition of all functions «ay s
9'(q0) € F.

It remains to show that 7. is regular. But this is obvious since the definition
of the various t,, only depends on the membership of w in W and D which are
both regular languages.

).(g,g) Where f(qo) € F and

Summarising we have obtained the following characterisation of the class of
prefix-recognisable graphs.

Theorem 4 (Barthelmann [1]). Let & be a graph. The following statements
are equivalent:

(i) & <mso Ta.
(ii) & is VR-equational.
(iii) & is denoted by a regular countable term of signature 1.

An infinite graph has clique-width at most n if it is denoted by a term of
signature 1, (see Courcelle [11]). Hence, by the the third item of the above
characterisation we immediately obtain the following result.

Corollary 3. Each graph & <yiso %2 has bounded clique-width.

PRG contains graphs of unbounded tree-width on the other hand. For in-
stance, Ky, , the infinite clique, is prefix-recognisable.

Proposition 8 (Barthelmann [2]). Let & € PRG. The following statements
are equivalent:

(i) & is HR-equational.
(ii) & has bounded tree-width.
(iii) There is some n € N such that &, considered as undirected graph, does not
contain the subgraph K, ;.

We conclude this section with an investigation of the class of finite subgraphs
of a given VR-equational graph.

Theorem 5 (Engelfriet [13]). A class K of finite graphs if generated by a VR-
grammar if and only if there is a reqular class T of finite binary trees such that
K <mso 7.

Lemma 5. For all MSO-formulae o(Z) there exists some formula $(x) € MSO
which is equivalent modulo MTh(%T3) to ¢ such that for all subtrees & C Ty and
all elements a C S it holds that

& | ¢(a) iff Tz k= p(a).



Proof. Given ¢ consider the corresponding w-tree automaton A. We construct
an automaton A’ which takes labelled subtrees of T5 as input and simulates the
work of A on those. Whenever a node with some missing successors is encountered
A’ makes sure that from the state which would be assigned to these missing ver-
tices the tree T is accepted. Finally, let ¢(Z) be the formula associated with A’.
It follows that

G pa) iff Tyls € L(A) iff Tz e L(A) iff T | p(a).
Definition 11. The age of a structure is the class of its finitely generated sub-
structures.

Lemma 6. Let & <pg0 T2 be a graph. The age of & can be obtained from the
class of all finite labelled binary trees via an MSO-interpretation.

Proof. Let T = (§(z), e(x,y), ¢r(z,y)) be the interpretation of & in Ty. By
the preceding lemma we can assume that

1/}6 :wer‘S

for all finite subtrees & C %9 where v is one of 9, €, or . Let 2L C & be a finite
subgraph of &. Define the set P :=Z(A) C {0,1}* and let & C T3 be a subtree
of T9 whose universe contains P. Then

7' = ("), "(x,9), ¢h(z.v))

is an interpretation of 2 in (&, P). Conversely, each subtree of the form (&, P)
interprets a subgraph of &.

Lemma 7. The class of finite labelled binary trees can be obtained from some
reqular class of finite unlabelled binary trees via an MSO-interpretation.

Proof. Let h:{0,1}* — {0,1}* be the homomorphism defined by A(0) = 00 and
h(1) = 11. Let (&, P) be a labelled tree. We encode each node z of & by h(x).
The unary predicate in encoded by appending 01 to those vertices in P. Thus,
the universe of the corresponding unlabelled tree is the prefix-closure of h(S)
together with h(P)01. The interpretation is given by

5(z) = “c e (004 11)*”,
Yo, (x,y) :=y =xcc,  for c€{0,1}
ep(z) = 3Jy(y = 201).

Clearly, the class of all encoding trees is regular.

Proposition 9. Let & <yso T2 be a graph. The age of & is generated by a
VR-grammar.

Proof. Combining the two previous lemmas the class can be obtained from a
regular class of finite trees by an MSO-interpretation. By Theorem 5, this is
equivalent to being generated by a VR-grammar.



5 Prefix-recognisable groups

The investigation of infinite structures with finite presentations has its origins
in group theory. As this field remains an important area for the application of
finitely presented structures it is natural to ask which groups are contained in
PRStr.

There are basically two different ways to represent finitely generated groups as
structures. Either multiplication is treated as binary function or one just includes
several unary functions denoting the multiplication by a generator. If the first
version is chosen it turns out that only finite groups are prefix-recognisable.

Proposition 10. Fach group (G,-) € PRStr is finite.

Proof. Consider an MSO-interpretation Z = (d,e,¢.) of (G,-) in Ty. Let k be
the number of states of the automaton associated to ¢.. Fix words ag = zyg and
a; = xy; where |z| > k and |yo| = |y1| > k. Let b represent their product. There
is at least one a; such that

(a) the distance between a; and b is greater than k and
(b) the longest prefix of a; which is also a prefix of b is at most of length |z|.

W.lLo.g. assume that ¢ = 0. Consider the run on input {ao}, {a1}, {b}. At least
one state occurs twice at the path from z to ag. Repeating the part in between
we obtain another accepting run on input {c}, {a1}, {b} with ¢ # ag. Thus
(identifying an element with its representation) c¢-a; = b = ag - a; which implies
¢ = ay. Contradiction.

Ezample 6. (Z,+) ¢ PRStr

The second type of presentation is called the Cayley-graph of a group. Given
a set S C G of semigroup generators, the Cayley-graph of & is the structure

I(8,5) := (G, (fe)ecs)

where f.(x) := xe. Since I'(®,5) <mso &, the requirement that the Cayley-
graph is prefix-recognisable is weaker than the one that & < 5. It turns out
that we indeed obtain a larger class of groups using this representations. Thus we
will say that a finitely generated group is prefix-recognisable iff its Cayley-graph
is.

Ezxample 7. Let & be the free group of two generators a and b. Its Cayley-graph
is prefix-recognisable. Let S := {a,b,a™!,b~'}. The universe consists of all words
over S which are reduced, that is, they do not contain one of the following factors:

aa”', a"la, bb7', b7lb.

The multiplication by a takes words w not ending in ™' to wa and words of
the form w = ua~! to . Similarly for the other generators. Clearly, all of those
relations are of the required form.



The obvious next step is to investigate which groups are prefix-recognisable.
In the following we will prove that a group is prefix-recognisable if and only if it
is context-free. A group is said to be context-free (Muller and Schupp [21,22]) if
its Cayley-graph is a pushdown graph with the additional requirement that the
alphabet used is the set of generators and the encoding function S* — G is the
natural homomorphism. The class of context-free groups is well investigated and
has several characterisations.

Theorem 6. Let & be a finitely generated group. The following statements are
equivalent:

(i) & is context-free.
(i) & is virtually free.
(iii) I'(®,S) has only finitely many non-isomorphic ends.
(iv) The labels of circles in I'(&,S) form a context-free language.
(v) I'(&,S) is k-triangulable for some finite k.
In this section we will add the following items to the above characterisation:
(vi) I'(8,5) is prefix-recognisable.
(vii) I'(&,5) <mso Ta.
(viii) I'(®,S5) is VR-equational.
(ix) I'(8,S) has bounded strong tree-width.

The next lemma implies that a group is prefix-recognisable if and only if its
Cayley-graph is a context-free graph.

Lemma 8. Let f be an unary injective function of a structure in PRStr. Then
f is a context-free function.

Proof. Let f :=J, W;(U; x V;). Each V; is a singleton as f is a function, and
each U; is a singleton since f is injective.

Corollary 4. I'(&,S) € PRG if and only if I'(®,S) is a context-free graph.

It remains to show that one can always find a representation using the canon-
ical encoding.

Remark 1 (Senizergues). Note that in the case of automatic groups this is not
the case. According to Epstein et.al. [14], the Heisenberg group $) does not have
an automatic presentation with the canonical encoding. On the other hand, us-
ing the matrix representation of §) one can easily construct a (3-dimensional)
interpretation of § in (N, +) showing that ) € AutStr.

First, we need some technical definitions and results. In the remainder of this
section let I'(8,S) = (G, (fe)ees) € PRStr be the Cayley graph of a finitely
generated group. For e € S let

fo= ‘U Wi ({us} x {vf}),

k= max{ Juf|, [vf| | e€ S, i <r°},



for some uf, vf € {0,1}*, and regular languages WF. Fix automata for each Wf
and let s be their maximal number of states. We denote by prf;, = and sufy x the,
respectively, prefix and suffix of = of length k. u/k is the prefix of u of length
lu| — k.

With each element a € G we associate the finite amount of information
7(a) == (g, sufya) where g consists of the states the automata recognising W¢
have reached after having read a/k. The important property of 7 is that under
certain conditions one can compute 7(f.a) from 7(a).

Lemma 9. Let 7(a) = 7(d). If |fea| > |a| then 7(fea) = T(fed').

A path from a to b is a sequence ay, . .., a, with ag = a and a,, = b such that
ai+1 = fe,a; for some e; € S and all i+ < n. The word eg---e,_; is called the
label of the path. We say that a path connects a and b above if a 1 b is a prefix
of each a;. The next lemma is proved similarly to the previous one.

Lemma 10. Let ag,...,a, be a path connecting ag and a, above with label
ey ey € S*. For all aj, a], with

7(ag) = 7(ao), 7(ay) =7(an), and l|ag|— lag| = |an| —[ao|

it holds that fe, -+ fe,ap = ay,.

This result allows us to obtain bounds on the distance of vertices in the
Cayley-graph. The following consequence is the key tool in the construction of a
triangulation below.

Lemma 11. There is a constant L such that, if any vertices a and b with
lal,|b| < la b + k are connected by a path above, then they are connected
above by a path of length at most L.

Proof. For a, b € G with |a|,|b] < |aT1b| + k let n(a,b) be the length of the
shortest path connecting a and b above. If there is no such path let n(a,b) := oc.
By Lemma 10, n(a,b) only depends on 7(a), 7(b), and |a| — |b|. Since the latter
is bounded by k these can take only finitely many different values. Hence, so can
n(a,b) and the maximum exists. Thus,

L := max{n(a,b) | n(a,b) # oo}
is well-defined.

Theorem 7. Let I'(8,S) be the Cayley graph of a finitely generated group. The
group is context-free if and only if I'(&,S) <mso Fa.

Proof. (=) is immediate. To prove (<) we show that I'(®, S) is L-triangulable.
Let ag,...,a,—1 be a cycle where each edge is either an actual edge of I'(&, .S) or
represents a path of length at most L connecting its endpoints above. Suppose
that each edge (a,b) of the cycle satisfies |a|, [b] < |aTb|+ k. (Note that this is



always the case for actual edges.) By induction on the length n we construct an
L-triangulation.

The case n < 3 being trivial suppose n > 3. Let a; be an element of maximal
length. W.l.o.g. assume that |a;—1 Ma;| < |a;+1Ma;|. Then a;—1 Naj+1 = a;—1Ma;
and the induction hypothesis implies that

a;i/k 2 a1 Ma; 2 a;Mai41 = a;.

Thus |a;—1|, |ai+1| < |ai—1Mait1]|+ k. As there is a path connecting a;—; and a;4;
above this implies that there is one of length at most L. This path together with
the L-triangulation of ag, ..., a;—1,@;+1, .. ., ap—1 Which exists by induction yields
the desired triangulation.

In a similar way one can prove the following characterisation of the class of
context-free groups. We call a tree-decomposition strong if each of its components
is connected.

Theorem 8 (Ly [19]). A finitely generated group & is context-free if and only
if ['(®,S) has a strong tree-decomposition of finite width.

Proof. (=) Let A, := w{0,1}=*. Note that {A, | w € {0,1}*} is a tree-
decomposition of I'(&,.S) since

ul, [fe(w)] < [ur fe(u)] + &,

which implies that u, fe(u) € Ayqyp, () for all u € {0,1}*. Furthermore, each
component A, is connected since the universe of I'(®, S) is prefix-closed.

(<) Let k be the strong tree-width of I'(®, S). We prove the claim by con-
structing a k-triangulation. Let aq, ..., a,—1 be a cycle where each edge is either
an actual edge of I'(&,S) or represents a path of length at most k. Let T be
the subtree of the decomposition which contains edges of the cycle. The trian-
gulation is constructed by induction on the size of T. Consider a leaf X of T
containing a;, . .., a;+m, but neither a;_1 nor a; 1. Note that any two vertices
in X are connected by a path of length at most k. If m = 1 the edge (a;,ai+1)
is also contained in the predecessor of X which, thus, can be deleted from T'.
Otherwise, add a path of length at most k from a; to a;x to the cycle. By in-
duction hypothesis there is a k-triangulation of the cycle ag, ..., a;, Giyk, ..., ap.
By adding paths, say, from a; to each a;yj, for j < k, it can be completed to a
triangulation of the whole cycle.

6 Well-Orderings

The biggest obstacle in proving that some structure is not prefix-recognisable
is that the used encoding of elements is unknown. In this section we develop
methods to gain information about the possible encodings based on cardinality
considerations.



Lemma 12. Let A € PRStr and p(z,y) € MSO such that the set

(P(a7/4)::: {b €A ‘iﬁ #:<p(a,b)}

is finite for every a € A. There are constants s and k such that p(a, A) contains
at most k words of each length less than |a| + s and no words of greater length.
In particular, |p(a, A)| € O(lal).

Proof. Let s be the number of states of the automaton associated with . If
a and b are words satisfying ¢ then |b| < |a M b| + s since otherwise there would
be a repetition of states on the path from alMb to b and one could apply pumping
to obtain infinitely many accepted pairs a, i. Since, for fixed m := |aMb|, ¢(a, A)
contains at most 2/~™ different words of length I, and since | < m + s, we obtain
the following bound for the number of words of length I in ¢(a, A):

l

k= Z 2“’”“:2832@':23“—1.
=0

m=l—s
We apply this result to well-ordered structures.

Lemma 13. Let A € PRStr be well-ordered. Then |ay,| € ©(n) for n < w where
an 1s the nth element of 2.

Proof. Clearly, |a,| € O(n) since the successor function is definable and, thus,
la + 1] < |a| + s for some constant s.

To show the other bound consider some element a,. The preceding lemma
implies that |a| < |a,|+ s for every a < a,, and that there are at most k(|ay|+ )
such elements. Thus, n < k(|a,| + s), that is, |a,| > n/k — s € 2(n).

This implies that, as far as well-orderings are concerned, PRStr collapses to
1AutStr.

Proposition 11. Let 2 be well-ordered of order type o < w?. A € PRStr if and
only if A € 1AutStr.

Proof. Since 1AutStr C PRStr it remains to show the other direction. Let 2 €
PRStr be well-ordered or order-type o where w(n — 1) < a < wn. For i < n,
we denote the elements a of A with wi < a < w(i + 1) which are of length [ by
ali’o, e ,aam where, according to Lemma 12, m is bounded by some constant k.
Further, we require that a?o, e ,aim are sorted lexicographically. By applying

Onk 1nk

the homomorphism 0 +— and 1 — we can assume that A contains only
elements whose length is a multiple of nk. To construct a unary presentation
of 20 we encode the element a!,,, . by the word 17RFRFT Tt remains to define,

J
for each relation R, formulae pg such that

(Ta, <, €l) = pr(1Fotio pkletiny ff (aiO ... ,ai{klhjr) € R.

nklo,jo’



Since PRStr C AutStr there is a formula ¢ defining R in (%9, <, el) which can

be used to define pp if we are able to decode 1™F+ki+7 into a;kl,j

1"KIHki+] e search for all elements azﬁkl,o’ Cees a’ﬁkl’m and pick the (ki+ j)-th one.
Let 6(x) be the formula defining the universe, define

. Given a word

Pi(x) == \/]w\ = (ki+j) (mod nk)
i<k
and let

X(@,y) = 08(y) A |z| —nk < |y| < |z| A /\(ﬂi(x) = 9(y))

which states that y is one of the a%kl I j' < k, if  is the encoding 1™#+#+J For

simplicity, consider the case of unary relations only. We can define R by

or(z) = \/ dag - --mm_1<3:myx(x,y) A /\ x(x,z;) A /\ T <lex T;j
i<n <m 1<j
m<k
AV (] = lzo| +Ki+ 4 A 1/0%(%)))-
j<m
We considered the interpretation-closure of the binary tree in order to obtain
a class of countable structures for which model-checking for MSO is decidable.
To the authors knowledge there is no larger natural class with this property.
Thus, one might ask whether PRStr already includes all countable structures
with decidable MSO model-checking. Our final application of Lemma 12 shows
that this is not the case.

Proposition 12. There is a structure 2 for which MSO model-checking is de-
cidable but A Lyso %o

Proof. Let 2 := (w, <, Pac) where Ppe := {n! | n € N}. According to Elgot
and Rabin [12] the monadic theory of 2 is decidable. Since each element of this
structure is definable this implies that MSO model-checking is decidable as well.

Assume that A <yso To. The regularity of P, implies that there is a se-
quence ag,ay,... € Ppe such that |agl, |a1|,... forms an arithmetical progres-
sion. In particular, |a,| € ©(n). By the above Lemma this implies that the set
{a €w|a < a,} has size O(n). Contradiction.
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