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Abstract

A Thai written text is a string of symbols
without explicit word boundary markup. A
method for a development of a segmenta-
tion tool from a corpus of already segmented
text is described. The methodology is based
on the technology oftompeting patterns
evolved from algorithm for English hyphen-
ation. A new WICODE pattern generation
program, ORTGEN, is used for the learn-
ing phase. We have shown feasibility of our
methodology by generating patterns for Thai
segmentation from already segmented text of
the Thai corpus @cHID. The algorithm rec-
ognizes almost 100% of word boundaries in
the corpus and performs well on unseen text,
too. We discuss the results and compare them
to the conventional methods of segmenting
Thai text. Finally, we enumerate possible
new applications based on pattern technique,
and conclude with the suggestion of a general
Pattern Translation Process. The technol-
ogy is general and can be used for any other
segmentation tasks as phonetic, morphologic
segmentation, word hyphenation, sentence
segmentation and text topic segmentation for
any language.

Motivation and Problem Description

From Latinsegmentumfrom secareto cut’
(as term in geometry).
— Origin of word segmentation(Hanks, 1998)

xantos@informatics.muni.cz

are no explicit word boundaries in written texts, per-
forming character stream segmentation is a crucial first
step in the natural language processing of written texts.
An elegant way of solving of this task is to learn the
segmentation from already segmented corpus by a su-
pervised machine learning technique.

1.1 Thai Segmentation Problem

A Thai paragraph is a string of symbols (44 conso-
nants, 28 vowels). There are neither explicit syllable,
word and sentence boundaries, nor punctuation in Thai
text streams. For lexical, semantic analysis or type-
setting, crucial first step is to find syllable, word and
sentence boundaries. The Thai typesetting engine has
to be able to segment the text in order to break lines
automatically, too. Similarly, tools are needed to in-
sert the<wbr> HTML tag automatically for the web
browser rendering engine. A good word segmentation
is a prerequisite for any Thai text processing including
Part-of-Speech (POS) tagging (Murata et al., 2002).

1.2 Existing Approaches to Thai Segmentation

There is a program SWATH (Smart Word Anal-
ysis for THai) with three implemented dictionary
based algorithms (longest matching, maximal match-
ing, bigram model). It is used by the Thai Word-
break Insertion servicettp://ntl.nectec.or.th/
services/www/thaiwordbreak.html at NECTEC,
the Thai National Electronics and Computer Tech-
nology Center. These methods have limited perfor-
mance because of problems with handling of unknown
words. There are other approaches based on the proba-
bilistic language modelling (Sornlertlamvanich, 1998;

Many natural language processing applications need t8ukhahuta and Smith, 2001) or logically combined
cut strings of letters, words or sentences into segmentsieural networks (Ma et al., 1996).

phonetic, morphologic segmentation, word hyphen- Mamoru and Satoshi (2001) reported that their Thai
ation, word phrase and sentence segmentation magyllable recognizer, in which knowledge rules based
serve as examples of thiggmentation taskin Thai, on heuristics derived from the analysis of unsuccess-
Japanese, Korean and Chinese languages, where théuoé cases were adapted, gave a ratio of segmentation



of 93.9% in terms of sentences for the input of Thaipetition All patterns whose projection t& match

text. The Thai text used wakot Mai Tra Sarm substring ofw are collected.a is the supremum of

Duang (Law of Three Seals), and had 20,631 sen-all values between charactars andw; 1 in matched

tences (Jaruskulchai, 1998, Chapter 3). patternsclassifyw, P) is also calledvinning pattern
Feature based approach using RIPPER and WinnoWinning pattern holds the definitive information (hy-

learning algorithms is described in (Meknavin et al.,phenation, segmentation) abautwith respect to the

1997). Aroonmanakun (2002) recently reported ap{attern basé>. There can be several pattern bases for

proach based on trigram model of syllables and syllablé¢he samaw that “compete” as well.

merging, with very high precision and recall. His Thai

word segmentation online service antp://www. 2-2 Example

arts. chula.ac.th/~ling/wordseg/ is performed An examp|e of Competing patterns used for hyphen-

using maximum collocation approach. ation of English words is shown in Figure 1 on page 3.
All these attempts show the need and importance ofn this example the ordered systdm, <) used is for

highly efficient and quality solution of Thai word seg- classification of candidates for hyphenation bord@¥is

mentation problem. (natural numbers). There are five pattern levels used in
the example —Level...Level 5. There were eight
2 Patterns patterns that matched the inpumé, 1tio,...). Pat-

Middle Englishpatron‘something serving as a model’, terns in odd levels areovering in an even levelén-
from Old French. The change in sense is from the idezhibiting. Inhibiting patterns specify the exceptions with
of a patron giving an example to be copied. Metathesigagpect to the knowledge acquired in lower levels. Win-

in the second syllable occured in the 16th century. - . .
By 1700 patronceased to be used on things, ner pattern is.hOy3pOhOe2n5a4t2i0o0n.: One sees

and the two forms became differentiated in sensethat€.g. patterh e nba t winsovern2a t, thus pos-
— Origin of wordpattern (Hanks, 1998) sible segmentations alg-phen-ation.
Patterns are used to recognise “points of interest” (seg- Competing pattern sets can be used on all levels of
ment boundaries) in data. The pattern is a sub-word ofiatural language processing—covering structures used
a given word set and the information of the points ofin morphology, their exploration is seen on both syn-
interest is written between its symbols. tax (parsing) and semantic (word sense discrimination)
There are two possible values for this information.'€vels.
One value indicates the point of interdsthere, the ~ For the detailed definitions and more examples
other indicates the point of interdéstnothere. Natural ~ See (Liang, 1983; Sojka, 2000).
numbers are the typical representation of that knowl- _ N
edge: odd for yes, even for no. So we haewering 2.3 Comparison with Finite-State Approaches
andinhibiting patterns. Special symbols are often used Competing patterns technology can be viewed as one of
for example a dot for the word boundary. Patterns ardinite-state approaches, with their pros and cons. Com-
as short as possible to store the information: context opeting patterns extend the power of Finite-State Trans-

variable length is modelled by this approach. ducers (FST) similarly as adding the complement op-
_ erator with respect t&. Ideally, instead of storing full
2.1 Competing Patterns FST, we make patterns that embody the same informa-

More forma”y, let us have an a|phab§t Patternsare tion in even more CompaCt manner. CO”eCting pat'[emS
words over the free monoi(l, -, ¢} wheree is the matching given word can be done in linear time, using
empty word, and (centered dot) is operation ebn-  trie data structure for pattern storage.
catenation Let (A, <) be a partially ordered system, It has been shown that decomposition of the prob-
< be alattice order (every finite non-empty subset of lem by usinglocal grammars(Gross, 1997) or build-
A has lower and upper bound). Lete a distinguished Ing cascades of Finite-State Machines (Hobbs et al.,
symbol (dot) in®’ = = U {.} that denotes the begin- 1997) is a tractable, but very time-consuming task. Su-
ning and the end of wordbegin of word markeand  Pervised learning methods for the induction of patterns
end of word markerClassifying patternare the words  from segmented text are needed.
overX’ U A such that the dot symbol is allowed at the
beginning or end of patterns only.

Let P be a set of patterns ov&r'UA (competing pat-
terns pattern base Letw = wiw>...wn be aword Liang (1983) wrote a pattern generation prograsm-P
to classify with P. Classificationclassifw, P) =  GEN for generation of hyphenation patterns from the
agwiaiwsi . .. wndy Oof w with respect toP is com- list of already hyphenated words. The method for gen-
puted from the pattern bage by the followingcom-  eration of patterns is not only independent of language

2.4 Pattern Generation—RATGEN and
OPAT GEN Programs



hyphenation

Level 1 in a

Level 1 1t i o
Level 2 n2a t
Level 2 2i o
Level 2 h e2n

Level 3 .h y3p h

Level 4 hen a4
Level 5 h e nba t

.h0y3pOh0e2n5a4t2i0o0n.
hyphen-ation

Figure 1: Competing patterns and pattern levels for segatientof English worchyphenation.

for which (hyphenation) patterns are generated, but ofintagged. The second occurrence is tagged with part-
an application domain, too APGEN has been used for of-speech tags. Each word is followed by the tag, eg.,
the preparation of quality hyphenation patterns for sev/VACT for active verb.

eral dozens of languages (Sojka Bevetek, 1995). )

A new enriched (WICODE) version of RTGEN called ~ 3:1  Corpus Preprocessing

OPATGEN, has been developed at Masaryk Universityln order to create patterns recognizing Thai word
Brno (AntoS and Sojka, 2001). The program openshoundaries we had to pre-process the corpus. We used
new possibilities for pattern generation and new appli-a simple Perl script. The word boundaries are marked
cations. The only thing that must be done to creatén the second occurrences of sentences in the corpus.
patterns is to map the problem in mind to the alphabeTherefore we cut out only the marked parts. The
used by ORTGEN (UNICODE). ORATGENis basedon  “points of interest” should be denoted with’ ‘sign
separate RrLiB (AntoS, 2002) library, so even making for OPATGEN. We substituted all the part-of-speech

a new special purpose frontend for a new applicationags with the minus signs. There are also text entities

should be straightforward. marked with single angle bracket tags, eggpace>.
All of them act as word separators in the corpus and we
3 Thai Texts in ORCHID Corpus also substituted them with our word boundary mark.

. . That is also what we did with numbers, we silently re-
Literally ‘free’. .
— Origin of word Thai: (Hanks, 1998) moved them as there is no reason to encounter them

. . into patterns. When applying patterns, numbers are
There is a freely available corpus of already segmenteﬂiviaﬁy word boundariespp ying p

Thai texts called @CHID (Sornlertlamvanich et al. . o
. - : h . Th
1997). Snapshot of the corpus loaded in Emacs edi- Finally, we joined the whole paragraphs up ©

. laces between sentences are also word boundaries.
tor can be seen in Figure 2 on page 4. Parts of spee

¢ d 1 ina bootst ina techni e decided not to join larger portions of the text (like
are tagged, 0o, using bootstrapping technique, manugy, ., paragraphs or even articles) as we did not want

editing and proofreading. There are 9,967 paragrapht%e words ORTGEN had to deal with to be longer than

in the corpus (6 MB. n TISk'620 encoding). h {mndreds of symbols. It would slow the pattern genera-
Even native Thai speakers do not agree on the de ion down and we would add only a bit of information,

inition of the main notion—Thai word (Jaruskulchali, only the word boundaries that appear between words

1998) (problems appear whether a “compound word¥;nishing and starting a paragraph. The preprocessed

should be considered_ as singl_e entity or not). Weeight paragraphs from CHID (input for ORT GEN)
have based our machine learning experiments purelp()ok like this:
on the data available in theR&HID corpus, showing
the power of the machine learning technique. We can- - P
not comment on the quality of the corpus tagging, as -M3-1U3g4N-NN-IHINIT-AT-N-
we are not Thai native speakers. ATIMINuasWau-dLldnnsoiind -uags-
The corpus consists of articles. Every article haspaufingas-11911)52 11 oh-ta -

headers containing meta-information, usually in Thai —ﬂu{JLwﬂIuTaﬁﬁtﬁﬂmaﬁﬂﬁLLazﬂauﬂ'sLma%Lmea—

and English, followed by the text, consisting of para-ﬂi“m]ﬁwmmam% melulafuas mInsau
graphs. Paragraphs are numbered and tagged#Rith ¢ ; h M -

[ a o 4 o
marks. Paragraphs contain sentences. The sentences I #-N-04MAN-1ITEEN-TU-
are tagged with#n. Each sentence appears twice, first -a13-
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Figure 2: RCHID loaded into Emacs.
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‘ilﬂﬂ—ﬂﬁ—%’ﬂ—l,l,as—ﬁwm—vlﬂq:—ﬂﬁ—wamflu-lﬂfm- lengths of pattern candidates. A generation process can
AAEMNTIN-LA-Md-naomau-anansn-uteiu- ~ be parametrised by several parameters whose tuning
¥ | trategies are beyond the scope of this paper; see (Sojka
16 m-ama-melu-uag-matlssina- strategies . ber, see
andSevecek, 1995; Sojka, 1995) for details. Setting of
the thresholds could be tuned so that virtually all hy-

4 Methodology phenation points are covered.

Problems worthy of attack prove their worth by hitting back. As there are quite long WOI’.dS in Thai (.10 to 20-
__Piet Hein: Grooks  SYyllable word is not an exception), to achieve 100%

An important question is what kind of evaluation mea-Precision, we may possibly need patterns as long as

sures is most appropriate to compare the segmentatigtp. characters to model long distance dependencies.

proposed by automated tools with the correct segmenThiS increases the time of pattern generation, but not

tations in the test set. A widely used evaluation schem@P0Ve achievable level (it took half a day on Pentium 4
is thePARSEVAL schembased on the notions pfe- class PC).

cisionandrecall. The ‘param’ column contains the pattern choosing
the rule weights. The percentages show the behaviour
4.1 Evaluation Measures of the patterns on the corpus during generation. Finally,
Definition of the measures for our application is as fol-there is the number of patterns added in particular level
lows: and pattern size in kilobytes (coded in UTF-8 encod-

ing). Itis seen that most of the work is done by short

Precision = # found well (1) patterns.
# found well+ # bad Next, we increased the training set to 8,000 para-
Recall = # found well 2) graphs. Results are shown in Table 2 on page 6. Both
#found well+ # missed precision and recall slightly increase with bigger train-
Segment s correct if both the start and the end of théd Sets.
segment is correctly predicted. The behaviour of the patterns on data they were gen-

The precision and recall scores are combined into &rated from does not show how they act on previously
Sing|e measure, known as tltescore (Manning and unseen data (generalization abiIities). Therefore we

Schiitze, 1999): tested performance on the test set (3,967 paragraphs).
o The obtained recall is above 90%. With the bigger

F-score— 2 x Precisionx Recall (3)  training corpus we do get better performace measures
Precisiort Recall as shown in Table 3 on page 7. From the main results

Another possibilities of an evaluation metric for seg-91ven in this table follows that the therR@HID Corpus
mentation areP metric (Beeferman et al., 1997: IS quite small for our task: given the bigger training
Beeferman et al., 1999) or WindowDiff (Pevzner andCOrPus one would have even better performance.
Hearst, 2002). We do not use them, as they are appro- Resulting 19424 patterns look like this:

priate for topic text segmentation, where small errors inolm .plme .prelp .s1f .s2mo .slmp

positions of segment cuts are acceptable. stlin x1p x1y .nln .nln 1w
_ MINY3  MISWHU .MINHUITZUUS
4.2 Experiments Mywanllsunsnsa .mssud .msin

We have divided the corpus into training set (3/5).miSﬁﬂ°15H .MIBBNUVUS .NMITPBNRLULASS

and test set (2/5) and used the training set (6,00011598NUUULALHAUIS .MISITN .NoUN3

paragraphs) for pattern generation. Ideally, we striveﬂm%SﬂﬁNﬂﬁn%Tﬂmil. AULNIINMNMITSUTMST.

for smallest patterns solving the task with the highestAtigNITHMIOUIIMIT6 .AMSHS5INS ADkE 37

F-score as possible. As general procedure how teAthe58%NITHMIN .M130 fln 910 ula

achieve this goal is not known, parameters for the1h1y . . .

generation have been chosen after some trial and error To sum up the properties of pattern technique, even

(one has to find good-working thresholds for addingwith small data like @cHID Corpus we have got

new patterns). Using the knowledge about threshold.:20 compression of the information stored and hidden

parameters used for the generation of hyphenatiothere. The patterns can be trained to 100% precision on

patterns we have quickly reached 100% precisiorthe training data and making essentially no error (one

(patterns were able to cover segmentation in trainingan always add the pattern for the whole paragraph).

set without errors). One can balance tradeoff between recall and precision
Parameters used for pattern generation are shown imeasured on testing data. Moreover, the application of

Table 1 on page 6. In the second column, there arpatterns is very efficient. Speed of the segmentation is



Table 1: Results of Thai segmentation patterns genera@i®(Q paragraphs fromrHID).

level length param % correct % wrong # patterns UTF-8siz§ (kB

1 1-5 161 97.98 4.87 +12907 130

2-6 111 96.83 0.69 + 2091 156
3 3-11 131 99.58 0.82 + 2578 204
4 4-12 411 97.83 0.03 + 685 217
5 9-19 131 99.58 0.15 + 1689 270
6 10-20 111 99.56 0.04 + 119 274

Table 2: Results of Thai segmentation patterns genera8i®90 paragraphs fromrEzHID).

level length param % correct % wrong # patterns UTF-8 sizg (kB

1 1-5 161 97.92 4.86 +15443 161
2 2—-6 111 96.53 0.65 + 2596 196
3 3-11 131 99.57 0.79 + 3448 267
4 4-12 411 97.87 0.03 + 953 286
5 9-19 131 99.68 0.12 + 2468 364
6 10-20 111 99.67 0.04 + 129 368

linear wrt. the length of the word we apply themon: in 5 Data-Driven Approach Based on

our case with length of the paragraph. It makes them Competing Patterns

one of the first choices in cases where processing speed ¢ 4 you have is a hammer, everything looks like a nail.
is important. The speed of the segmentation using de- — Abraham Maslow
veloped Thai patterns is at the range of 10,000 wWp$ et us comment on the technology of competing pat-
(words per second) on a Pentium 4 class PC. Memterns from different points of view. The applica-
ory consumption using compact digital trie implemen-tion of the techniques of bootstrapping and stratifica-

tation used in gX for this performance is much below tjgn (Sojka, 1995; Sojka, 1999) made it even more at-
0.3 MB. tractive.

The generation process may be optimized with re- )
spect to the resulting pattern size; the tradeoff amon§-1 Pattern Translation Processes

size, covering ratio, and error is adjustable. NeverA process based on competing patterns that adds
theless good patterns may be small in size and therenarkup to the string of symbols is call@dttern Trans-
fore applicable for handhelds, mobile phones and othelation Process (PTPYAnto$ and Sojka, 2001). In
small equipment. There is no reason for SMS’s tothe terminology of automata theory, it is special type
have awfully broken words on the display of a cellu- of finite state transducer. With this finite state ap-
lar phone. proach (Roche and Schabes, 1997), quite powerfull en-
Creating patterns is possible due to availability ofgines could be designed, with exceptional speed: time
large tagged corpora. Technique of competing pattereomplexity of the PTP implementation based on digi-
generation might be useful for corpora builders as welltal tries islinear with respect to the input length (length
Thresholds set for pattern generation can be tuned ugf input sentence). Putting PTP’s in a cascade, we still
in such a way that highly improbable (bad?) segmenstay in linear time. In addition toA?L 1B, there are
tation points are not learned. This way, pattern generagquite efficient digital trie publicly available implemen-
tion process may serve as filter selecting possible errotsitions as UDy (Silverstein, 2002). Such PTP imple-
in input corpus tagging. These errors are a traditionamentations are very memory efficient.
nightmare for anybody who deals with large experi- Although many natural language special purpose
mental data. Creating patterns for a phenomenon apgeols are being developed, their implementation us-
pearing in the corpus thus may help to clean the errorgig competing patterns technology with bootstrapping,
when the error list reported by the generator is checkedtratification and pattern generation techniques (Sojka
manually. The size of the error list may be tuned byand Sevetek, 1995; Sojka, 1995; Sojka, 1999) is pos-
the number of levels and by the setting the thresholdsible. We believe that in addition to the one of hard-
appropriately. est problems—Thai segmentation—many other NLP



Table 3: Precision, recall, and F-score on unseen text.

trained on # paragraphs  good bad missed precision recall cofes
4,000 139788 11231 15529 92.56% 90.00% 91.26
6,000 98243 7951 9432 9251% 91.24% 91.87
8,000 46361 3358 3703 93.25% 92.60% 92.92

problems can be solved by our competing pattern dateengine to use, due to long Thai words. Most promising
driven approach. Let us add couple of notes about apapproach thus seems to be using competing patterns for
plications in the Computer Typesetting area. syllable segmentation, and then parse the text upwards,
merging syllables into words and words into sentences.
Another general questions remain open. How to
A good list of tough problems in the area of the com-set the ORTGEN parameters to get space-minimal,
puter typesetting, most of which are tractable bys®P  level-minimal, highest-precision, highest recall pat-
GEN, is presented in (Haralambous and Plaice, 2001)erns given the data? We are still looking for rigorous
A new typesetting systeif2 (Haralambous and Plaice, theory for setting the parameters of the patern gener-
1997), gradually developed from the well knowpXT  ation process. We also think of an automated pattern
typesetting system, is designed to be able to typeset tegeneration, performing the parameter setting using an
in all languages of the world. To solve typesetting prob-expert system or statistical methods.
lems that are not supported by tfeengine itself exter- We also spend some effort on developing better gen-
nal special purpose programs outsid&nére invoked eration strategies. Implicit strategy used byADBEN
as so called external OTP'(Translation Processes). is basically brute-force testing of all reasonable pattern
When we analyze most of the problems and appli-candidates. It is not straightforward how to optimize
cation of computer typesetting described in (Haralamthe process, but using bigram or trigram statistics of
bous and Plaice, 2001), we see that most of them coulaiordlist is an idea worth trying.
be formulated as string rewriting of regular languages Choice of best fitting data structure for patterns
with varying context length. They can be seen as transaeeds further investigation, even though keeping the
lation processes that typically add information to a to-set of patterns is a general dictionary problem, studied
ken (character or word) stream. for years by computer scientists. There are other ap-
In the typesetting engine application, the main idegoroaches than those used ¥gXT PATGEN and ORT-
is the usage of pattern recognition in the middle of theGEN, namely packed dynamic tries LC-tries (Nilsson
digestive process of a typesetting engine. A cascade @nd Karlsson, 1999) and new digital trie library imple-
PTP’s is able to efficiently solve the hardest problemanentations like UDY (Silverstein, 2002).
known sofar, in linear time, given the sets of competing

5.2 Applications in Computer Typesetting

patterns. Acknowledgement
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6 Conclusion and Future Work knowledged.

We are all apprentices in a craft
where no-one ever becomes a master.
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