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INTRODUCTION

Supercomputers are tools for the creation and development of simulations and models of states and processes. The uses and performance advantage of these powerful tools depend mainly on the skill, imagination and efforts of our researchers.

Computer modeling a wide variety of physical systems has reached the point where reality can now be simulated with a high degree of reliability. Physical models of real systems, the atmosphere, turbulence, chaos, combustion in chemical/ mechanical systems, automotive and aerospace vehicles, machinery, protein molecules, industrial or economic processes, etc.., can be sufficiently detailed to be used for predictions true. Thus advanced computing is more and more a tool for the development of society and industrial competitiveness at all levels, and is not limited to a specific industry sector.

The impact on society of supercomputers is not limited to its benefits in the industry, trade and services. Includes the study of the spread of disease, recognition and translation  of natural language, global changes in climate or the complex dynamics of economic systems. It is well known that the main problems affecting our society are global in nature and need to be studied and resolved on this scale.

In many cases, the absence of complete data, such as those concerning the atmosphere and the biosphere, or the world's population makes subjective criteria are developed to make predictions. This requires an understanding of very complex systems, whose behavior can only be completely assimilated and accurately predictable by a detailed modeling using high performance computers.

WHAT IS A SUPERCOMPUTER?

Computers are machines very powerful high performance used especially for scientific calculations. To accelerate the operation, the components are brought together to minimize the distance they have to cover the electronic signals. Supercomputers also use special techniques to avoid the heat in the circuitry and prevent scorching due to its proximity.

The instruction set contains instructions supercomputers data transfer, data manipulation and transfer of control of conventional computer program. This is increased by processing instructions and combinations of scalar values ​​and vectors.

A supercomputer is a computer system that is recognized for its high computational speed, large memory systems and rapid and extensive use of parallel processing. It is equipped with multiple functional units and each unit has its own set of parallel architecture. Although the supercomputer handles general purpose applications that are on all the other computers, is optimized specifically for the type of numerical calculations involving vectors and matrices of floating point numbers.

Supercomputers are not suitable for normal daily processing typical computer installation.

A supercomputer speed is measured based on the number of mathematical operations per second ago. The technical term for this rate is FLOPS. If you do an operation on the calculator, your speed would be 1 FLOPS. The term is used to represent megaflops million flops.

What makes a supercomputer is "SUPER" is its ability to run at least one billion floating point operations per second. It's a surprising speed measurement known as "gigaflops".

USES OF SUPERCOMPUTERS

Supercomputers are used to solve complex problems or can not be done in the physical world or because they are dangerous or involve things incredibly small or incredibly large. Examples of use:

· Recreating the Big Bang: with supercomputers have made different simulations of the formation of a galaxy or a star. The goal is to simulate the formation of the universe.

· Understanding earthquakes: supercomputers allow three-dimensional maps of the earth and see how exactly it produces a wave of earthquakes. Further can be used to discover oilfields.

· Solve the mystery of evolution: one of the greatest mysteries of science is the folding of proteins which is the key to human evolution. An IBM supercomputer called Blue Gene is working on a solution.

· Map the blood circulation: it is estimated that the human body has between 100,000 and 160,000 miles of veins, arteries and capillaries. One of the objectives of a very powerful computer used by the Brown University is to discover how exactly the blood circulates.

· Analyze the swine flu virus and find an antidote: when did the pandemic H1N1 virus allowed a supercomputer to analyze and quickly discover how to stop it.

· Try nuclear weapons: from 1992 United States nuclear weapons testing in a real way. However, it does in simulations by supercomputers. IBM is making a new call Sequoia to be ready in 2012.

· Predicting the occurrence of hurricanes: Hurricanes can be particularly violent in the southeast U.S.. To avoid disasters like Katrina the U.S. state invests millions of dollars in supercomputers are able to predict when these phenomena.

· Predicting climate change: As in above-mentioned cases, these powerful machines are used to simulate the effects of climate change in the short, medium and long term.

· Building artificial brains: when ready, IBM's Sequoia computer can perform calculations on a day or 120 billion people would be able to do in 50 years. However, so far not been achieved anywhere near simulate a human brain.

Nowadays, the existence of supercomputers that naturally work in real time has become a necessity.

For example, are essential in the automotive and aeronautics. In this case the aerodynamic studies are a cornerstone to optimize the shape of the fuselage or wings. Also used in flight simulation for pilot training, etc..

Other applications include the design of new pharmaceuticals, electronic components, simulation of earthquakes, study the evolution of pollution in large areas, weather forecasting and climate change studies or simulation of bodily organs in order to play its operation with representations High precision 3D from magnetic resonance methods.

EVOLUTION OF SUPERCOMPUTERS

The beginnings (1960-1990)

In order to express the computing power of these supercomputers is necessary to use numerical prefixes figures. So, traveling through the numbers by thousands, the series begins with a thousand FLOPS corresponding to a kiloFLOPS, thousand kiloFLOPS corresponding with megaflops and so on in gigaFLOPS, the teraFLOPS, the petaFLOPS to end exaFLOPS. Near this figure is the frontier of current technology.

The CDC 6600 is believed to have been the first team to be designated as a supercomputer that offers the fastest clock speed of the day (100 nanoseconds). He was one of the first computers to use Freon refrigerants refrigeration and also the first commercial computer to use a CRT monitor console. The machine was operated for almost a year at the 30th Street location to the Boulder County Board laboratory was ready in December 1966. The CDC 6600 was a large-scale, solid, general purpose computer system. Had a distributed architecture (central processor supported scientists peripheral ten machines very fast) and reduced instruction set (RISC) machine many years before the term was invented. Entry was punched card equipment or seven digital channels on magnetic tape. It has line out two printers, one cardpunch, a tracer of photography, and magnetic tape level. An interactive display console allows users to see the graphical results of the data being processed. The CDC 6600 was 65,000 60-bit words of memory. It was equipped with a large disk storage device and six high speed and intermediate storage drums in speed and accessibility between the central core and magnetic tape storage. The 6600 supported the Fortran 66 compiler and library program. The CDC 6600 was dismantled in 1977.
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CDC 6600

The modern supercomputing began in the 1970s with the introduction of vector processors. Many new players developed their own such processors at a lower price to enter the market. In the first half of the 1980s, the results obtained progress through improvements in processor technology and the introduction of vector symmetric multiprocessor (SMP) computer system having two or more processors connected in the same cabinet, directed by an operating system, which share the same memory, and have equal access to the input / output.

The early and mid-1980s saw machines with a modest number of vector processors working in parallel to become the standard. Typical number of processors are in the range of four to sixteen. During the first half of the 1980s, much attention was paid to marketing to supercomputers manufactured in a position to sell enough to stay in business systems. This included the development of standard programming environments, operating systems and key applications.

Supercomputers built in the early 80s used the shared memory model (SM), which limits the scalability of these systems. In the late 1980s and early 1990s, attention turned SM distributed memory (DM), applied by the massive parallel processing systems with thousands of "ordinary" CPUs, some of them off the shelves and others are designs custom. This shift was accompanied by an increase in the yield of standard off the shelf processors because the transition to RISC architectures, and the introduction of CMOS technology. This leads to the introduction of the notion of massively parallel processor (MPP) system that uses many CPUs, each with its own memory, operating in parallel and connected by high speed interconnections for executing different parts of a program.

First supercomputers (1990-2010)

Prior to the 90s, supercomputers were the vanguards in the field of computing maximum computing power but just over the gigaFLOPS. In 1993, the Japanese Aerospace National Laboratory built the Numerical Wind Tunnel. It was an early implementation of the vector parallel architecture developed in a joint project between National Aerospace Laboratory of Japan and Fujitsu. It was the first supercomputer with a sustained performance of close to 100 Gflop/s for a wide range of fluid dynamics application programs. It stood out at the top of the TOP500 during 1993-1996. With 140 cores, the Numerical Wind Tunnel reached a Rmax of 124.0 GFlop/s and a Rpeak of 235.8 GFlop/s in November 1993. 

It consisted of parallel connected 166 vector processors with a gate delay as low as 60 ps in the Ga-As chips. The resulting cycle time was 9.5 ns. The processor had four independent pipelines each capable of executing two Multiply-Add instructions in parallel resulting in a peak speed of 1.7 Gflop/s per processor. Each processor board was equipped with 256 Megabytes of central memory
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Numerical Wind Tunnel
Four years later, the ASCI Red was installed at the premises of Sandia National Laboratories in the U.S. con una primera versión con capacidad de 1830 gigaFLOPS. It was created to help the maintenance of the United States nuclear arsenal after the 1992 moratorium on nuclear testing.

ASCI Red was built by Intel and installed at Sandia National Laboratories in late 1996. The design was based on the Intel Paragon computer. The original goals to deliver a true teraflop machine by the end of 1996 that would be capable of running an ASCI application using all memory and nodes by September 1997 were met. It was used by the US government from the years of 1997 to 2005 and was the world's fastest supercomputer until late 2000. It was the first ASCI machine that the Department of Energy acquired, and also the first supercomputer to score above one teraflops on the LINPACK benchmark, a test that measures a computer's calculation speed. Later upgrades to ASCI Red allowed it to perform above two teraflops.
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ASCI Red

ASCI Red earned a reputation for reliability that some veterans say has never been beat. Sandia director Bill Camp said that ASCI Red had the best reliability of any supercomputer ever built, and “was supercomputing’s high-water mark in longevity, price, and performance.”

ASCI Red was decommissioned in 2006.

In 1999 came into operation, the Earth Simulator developed by the Japanese government's initiative "Earth Simulator Project", was a highly parallel vector supercomputer system for running global climate models to evaluate the effects of global warming and problems in solid earth geophysics. The system was developed for Japan Aerospace Exploration Agency, Japan Atomic Energy Research Institute, and Japan Marine Science and Technology Center (JAMSTEC) in 1997.The site officially opened on March 11, 2002. The project cost 60 billion yen.

Built by NEC, ES was based on their SX-6 architecture. It consisted of 640 nodes with eight vector processors and 16 gibibytes of computer memory at each node, for a total of 5120 processors and 10 terabytes of memory. Two nodes were installed per 1 metre x 1.4 metre x 2 metre cabinet. Each cabinet consumed 20 kW of power. The system had 700 terabytes of disk storage (450 for the system and 250 for the users) and 1.6 petabytes of mass storage in tape drives. It was able to run holistic simulations of global climate in both the atmosphere and the oceans down to a resolution of 10 km. Its performance on the LINPACK benchmark was 35.86 TFLOPS, which was almost five times faster than ASCI White.

ES was the fastest supercomputer in the world from 2002 to 2004. Its capacity was surpassed by IBM's Blue Gene/L prototype on September 29, 2004.

[image: image4.jpg]



Earth Simulator

ES was replaced by the Earth Simulator 2 (ES2) in March 2009. ES2 is an NEC SX-9/E system, and has a quarter as many nodes each of 12.8 times the performance (3.2x clock speed, four times the processing resource per node), for a peak performance of 131 TFLOPS. With a delivered LINPACK performance of 122.4 TFLOPS, ES2 was the most efficient supercomputer in the world at that point. In November 2010, NEC announced that ES2 topped the Global FFT, one of the measures of the HPC Challenge Awards, with the performance number of 11.876 TFLOPS.

The Earth Simulator Center has several special features that help to protect the computer from natural disasters or occurrences. A wire nest hangs over the building which helps to protect from lightning. The nest itself uses high-voltage shielded cables to release lightning current into the ground. A special light propagation system utilizes halogen lamps, installed outside of the shielded machine room walls, to prevent any magnetic interference from reaching the computers. The building is constructed on a seismic isolation system, composed of rubber supports, that protect the building during earthquakes.

Significant progress was made in the first decade of the 21st century and it was shown that the power of a large number of small processors can be harnessed to achieve high performance, e.g. as in System X's use of 1,100 Apple Power Mac G5 computers quickly assembled in the summer of 2003 to gain 12.25 Teraflops. 

The efficiency of supercomputers continued to increase, but not dramatically so. The Cray C90 used 500 kilowatts of power in 1991, while by 2003 the ASCI Q used 3,000 kW while being 2,000 times faster, increasing the performance by watt 300 fold.

Going through three different versions between 2004 and 2007 the supercomputer Blue Gene is an IBM project aimed at designing supercomputers that can reach operating speeds in the PFLOPS (petaFLOPS) range, with low power consumption.
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Blue Gene/P

The project created three generations of supercomputers, Blue Gene/L, Blue Gene/P, and Blue Gene/Q. Blue Gene systems have led for several years the TOP500 and Green500 rankings of the most powerful and most power efficient supercomputers, respectively. Blue Gene systems have also consistently scored top positions in the Graph500 list. The project was awarded the 2008 National Medal of Technology and Innovation. 

IN 2010 Tianhe-I, Tianhe-1, or TH-1 is asupercomputer capable of an Rmax (maximum range) of 2.566 petaFLOPS. Located at the National Supercomputing Center in Tianjin, China, it was the fastest computer in the world from October 2010 to June 2011 and is one of the few Petascale supercomputers in the world. 

In October 2010, an upgraded version of the machine (Tianhe-1A) overtook ORNL's Jaguar to become the world's fastest supercomputer, with a peak computing rate of 2.507 petaFLOPS. In June 2011 the Tianhe-1A was overtaken by the K computer as the world's fastest supercomputer.

Both the original Tianhe-1 and Tianhe-1A use a Linux-based operating system. 
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Tianhe-1A

Boom of supercomputer (2011-Present)

In the last two years it has seen a boom in supercomputers. Nine of the top 10 are made between 2011 and 2012.

	            RANK
	RMAX

RPEAK
	NAME
	SYSTEM
	VENDOR
	SITE COUNTRY YEAR
	OPERATING SYSTEM

	1
	17.590
27.113
	Titan
	Cray XK7 , Opteron 6274 16C 2.200GHz, Cray Gemini interconnect, NVIDIA K20x
	Cray
	Oak Ridge National Laboratory 
 U.S.
2012
	Linux (CRE, 

SLES
 based)

	2
	16.325
20.133
	Sequoia
	BlueGene/Q, Power BQC 16C 1.60 GHz, Custom
	IBM
	Lawrence Livermore National Laboratory
U.S

2011
	Linux (RHEL 

and CNK)

	    3
	10.510
11.280
	K computer
	K computer, SPARC64 VIIIfx 2.0GHz, Tofu interconnect
	Fujitsu
	RIKEN
 Japan
2011
	Linux


	4
	8.162
10.066
	Mira
	BlueGene/Q, Power BQC 16C 1.60GHz, Custom
	IBM
	Argonne National Laboratory
U.S.

2012
	Linux  

(RHEL 

and CNK)

	5
	4.141
5.033
	JUQUEEN
	BlueGene/Q, Power BQC 16C 1.600GHz, Custom Interconnect
	IBM
	Forschungszentrum Jülich
Germany, 2012
	Linux  

(RHEL 

and CNK)

	6
	2.897
3.185
	SuperMUC
	iDataPlex DX360M4, Xeon E5-2680 8C 2.70GHz, Infiniband FDR
	IBM
	Leibniz-Rechenzentrum
Germany, 2012
	Linux

	7
	2.660
3.959
	Stampede
	PowerEdge C8220, Xeon E5-2680 8C 2.700GHz, Infiniband FDR, Intel Xeon Phi
	Dell
	Texas Advanced Computing Center
U.S.

2012
	Linux

	8


	2.566
4.701
	Tianhe-1A
	NUDT YH MPP, Xeon X5670 6C 2.93 GHz, NVIDIA 2050
	NUDT
	National Supercomputing Center of Tianjin
China, 2010
	Linux

	9
	1.725
2.097
	Fermi
	BlueGene/Q, Power BQC 16C 1.60GHz, Custom
	IBM
	CINECA
Italy,

2012
	Linux  

(RHEL 

and CNK)

	10
	1.515
1.944
	DARPA Trial Subset
	Power 775, POWER7 8C 3.836GHz, Custom Interconnect
	IBM
	IBM Development Engineering
U.S.

2012
	Linux


	
	
	
	
	
	
	


Nowadays, in the first position is Titan that is a supercomputer built by Cray at Oak Ridge National Laboratory for use in a variety of science projects. Titan is an upgrade of Jaguar, a previous supercomputer at Oak Ridge, to use graphics processing units (GPUs) in addition to conventional central processing units (CPUs), and is the first such hybrid to perform over 10 petaFLOPS. The upgrade began in October 2011, commenced stability testing in October 2012 and it became partially available to researchers in early 2013. The initial cost of the upgrade was US$60 million, funded primarily by the United States Department of Energy.

Titan has AMD Opteron CPUs in conjunction with Nvidia Tesla GPUs to improve energy efficiency while providing an order of magnitude increase in computational power over Jaguar. It uses 18,688 CPUs paired with an equal number of GPUs to perform at a theoretical peak of 27 petaFLOPS; however, in the LINPACK benchmark used to rank supercomputers' speed, it performed at 17.59 petaFLOPS. This was enough to take first place in the November 2012 list by the TOP500 organisation.

Titan is available for any purpose; however, selection for time on the computer depends on the importance of the project and its potential to fully utilise the hybrid architecture. Any selected code must also be executable on other supercomputers to avoid dependence solely on Titan. Six "vanguard" codes were selected to be the first to run on Titan dealing mostly with molecular scale physics or climate models, while 25 others are also queued for use of the machine. Due to the inclusion of GPUs, programmers have had to alter their existing code to properly address the new architecture. The modifications often require a greater degree of parallelism as the GPUs can handle many more threads simultaneously than CPUs and the changes often yield greater performance even on CPU-only machines.

FUTURE OF SUPERCOMPUTERS

According to experts’ opinion, nowadays, technology is growing faster than a software enterprise can make a system. In the coming years what will grow will be modules that can implement within technologies that are designed for the experimentation strategy. 

There is increasing demand for computing services so the supercomputing market will grow between 25 and 30% in the next 3 to 4 years and it is associated with the growth of the world of cloud and storage.

In my opinion, the future is extremely exciting — and with tremendous potential— but be prepared for significant upheaval as the computer industry and the high performance computing community search for the best paths toward the future generations of HPC systems that will dramatically re-define the boundaries for state-of-the-art computing. I am certain that many shake-ups will occur in both science and the computer industries as entrenched methods; programming models and mindsets are either adapted or replaced. This, of course, spells opportunity for everyone in the HPC community! 

Over the years, the HPC community has experimented with multiprocessors, massively parallel computing and other exotica in the world of supercomputers, but the desktops and laptops familiar to most of us continued to rely on a single-CPU architecture whose roots go back to the age of the vacuum tube and the punch card.

Now, a major shift is under way. Multi-core systems are common; many-core processors (chips with tens to hundreds of processors) are on the horizon; and many-core boards such as the NVIDIA GPUs are here. Even inexpensive laptops now have multiple processors on the CPU chip. These extra processing cores are meant to share the work of computation, potentially multiplying the machine’s power by the number of processor cores (although few commercial applications currently make use of this additional capability).

So, why has this change occurred? In the past, manufacturers would crank out single-core processors with higher clock speeds, which in turn would entice customers to upgrade. If they could, manufacturers would be delighted to continue with this same business model. Switching to multi-core processors affects the entire computer industry — it is disruptive to customers, requires pro-found changes in the way programs are designed, forces existing software to be re-written (to use the extra processors) and, simply stated, costs everyone — including the manufacturer — money. 

To answer this question, we first need to understand the two related driving forces: Moore’s law and Dennard’s scaling rules, which have —until recently — dominated the design, manufacture and marketing of microprocessors. Moore’s law essentially reflects the economic and technical miracle that allowed ever greater numbers of transistors (and other components) to be packed onto the surface of a silicon chip while the cost of production remained nearly constant. Dennard’s scaling rules observed that voltage and current should be proportional to the linear dimensions of a transistor, which implies that power consumption (the product of volt-age and current) will be proportional to the area of a transistor. 

In short, our industry became addicted to the bonanza of ever faster and more capable single-core processors that could be produced and sold without significant increases in price. While Moore’s law and Dennard’s scaling rules remained in effect, more capable silicon chips could be delivered with significantly greater numbers of devices on them and the total power density would remain nearly constant. Even better, these chips tended to be faster because delay is proportional to size. So, as the circuits decreased in size, our processors operated faster. 

The recent rise of multi-core chips occurred because it became advantageous for manufacturers to add cores to a chip rather than increase clock speed. Dennard’s scaling laws promised that power density would remain constant even as the number of transistors and their switching speed increased. In order for that rule to hold, voltages have to be reduced in proportion to the linear dimensions of the transistor. Manufacturers have not been able to lower operating voltages sufficiently to match the performance increases that can be achieved by adding more computational cores. In a competitive market, minor changes in clock speed do not translate into greater sales for CPU manufacturers. Thus, we now have multi-core processors.

In the next 20 years, scientists would like to build supercomputers that are a thousand or million times faster than current systems. Now, we can understand why power-consumption was a dominant theme at the "Computing in the Future" workshop. Current supercomputers are rated in the hundred teraflop range (1014 floating point operations per second) and they consume a few megawatts of power. It is not really feasible to build computers that use thousands or millions of times more power. Even the standing joke that the utility companies should donate large supercomputers — because of how much the electricity will cost — loses its humor in the face of a terawatt power requirement for an exaflop super-computer. Something has to be done about power consumption. 

Unfortunately, manufacturers cannot add too many cores to their chips because of bandwidth limitations both in moving data to and from external memory as well as amongst the on-chip processing cores. The additional cores quickly become ineffective because they are starved for data. Speakers at the workshop pointed out that even the power requirements to move data between cores on many-core chips quickly becomes prohibitive with current technology. 

Even if power, cooling and bandwidth limitations are overcome, significant issues will still remain. Finding the right programming model for many-core systems is a serious technical challenge currently facing the HPC community — and the need will only increase in the future. The workshop I attended barely touched on the problem of adapting the existing huge base of legacy scientific software to a many-core environment. This is a significant hurdle that may have a monetary rather than a technical solution, but it is a significant barrier. There are also indications that even modern many-core/multi-threaded algorithms and software may need to adapt to better exploit locality and streaming behavior. Memory latency, for example, does not appear to be significantly decreasing and proposed increases in cache size will not be a panacea.

Finally, this workshop recognized that HPC must "follow the money." Regardless of the scientific value the HPC community provides, the real profit for the computer industry is in the consumer market. Indications are the marketplace is shifting toward processors and technologies for the embedded and consumer electronics market. Perhaps future generations of HPC systems will be built from custom designed embedded processors and targeted at specific problems. Happy "futuristic" computing!
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