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Abstract. As Internet resources become accessible to more and more countries, 
there is a need to develop efficient methods for information retrieval across 
languages. In the present paper, we focus on query expansion techniques to im-
prove the effectiveness of an information retrieval. A combination to a diction-
ary-based translation and statistical-based disambiguation is indispensable to 
overcome translation’s ambiguity. We propose a model using multiple sources 
for query reformulation and expansion to select expansion terms and retrieve 
information needed by a user. Relevance feedback, thesaurus-based expansion, 
as well as a new feedback strategy, based on the extraction of domain keywords 
to expand user’s query, are introduced and evaluated.  We evaluated the effec-
tiveness of the proposed combined method, by an application to a French-
English Information Retrieval. 

1   Introduction 

Cross-Language Information Retrieval (CLIR), consists of providing a query in 
one language and searching document collections in one or multiple languages.  

In this paper, we focus on query expansion, which has been known to be among 
the most important methods to overcome the word mismatch problem in information 
retrieval. The proposed study is general across languages in information retrieval 
however; we have conducted experiments and evaluations on French and English 
languages. The rest of this paper is organized as following: Section 2 gives an over-
view of a translation and disambiguation approach in CLIR. Query expansion tech-
niques with different combinations are introduced in Section 3. Experiments and 
evaluations are discussed in Section 4. Section 5 concludes the paper.  

2   Query Translation / Disambiguation in CLIR 

In our approach, a term-by-term translation using a bilingual machine-readable 
dictionary is performed after a simple stemming process of query terms to replace 



each term with its inflectional root and to remove stop words and stop phrases. Miss-
ing words in the dictionary, which are essential for the correct interpretation of the 
query, can be solved by an automatic compensation through a synonym dictionary 
related to that language or by an existing monolingual thesaurus. This case requires 
an extra step of looking up the query term in the synonym dictionary or thesaurus, 
when missing words in the bilingual machine-readable dictionary, to find equivalent 
terms or synonyms of the concerned query term, before a translation. A disambigua-
tion method [5], [6] using a co-occurrence tendency based on a Log Likelihood Ratio 
[2] is applied to filter and select best translations, among candidates to create target 
queries to retrieve documents. An overview of the proposed information retrieval 
system is shown in Fig.1. Query expansion is completed through a monolingual the-
saurus, a relevance feedback (interactive or automatic) or a domain-based feedback. 

3   Query Expansion in CLIR  

Query expansion has proved its effectiveness in the performance of an information 
retrieval [1], [3]. We use an approach of combined automatic query expansion before 
and after translation, with an extraction of expansion terms through the following 
techniques: Relevance feedback, with the selection of best terms, domain-based feed-
back with the extraction of domain keywords to add to the original query and thesau-
rus-based expansion with a retrieval of synonyms from a monolingual thesaurus. 

 

  Fig. 1. An overview of an Information Retrieval System using Source and Target Languages 



3.1  Relevance Feedback 

A fixed number of term concepts will be extracted from the top retrieved docu-
ments, and their co-occurrence in conjunction with original query terms will be com-
puted. However, any query expansion must be handled very carefully. Selecting any 
expansion term could be dangerous. Therefore, our selection is based on statistical co-
occurrence frequency in conjunction with all terms of the original query, rather than 
with just one query term.  

Assume that we have a query Q with n terms: {term1 ... termn}, a ranking factor 
based on the co-occurrence frequency between each term in the query and the expan-
sion term candidate, is evaluated, such as: 

Rank(expterm) = ∑
=

Q
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where, co-occurrence (termj, expterm) represents the co-occurrence tendency between 
a query term termj and an expansion term candidate expterm, and can be evaluated by 
any estimation such as a log-likelihood ratio, etc ... Thus, all co-occurrence values 
were computed, summed for all query terms and an expansion candidate with the 
highest rank is selected as an expansion term for the concerned query.  

3.2 Domain-based Feedback 

We introduce a domain-based feedback [6] as a query reformulation strategy, 
which consists to extract domain keywords from a set of top retrieved documents, 
using a classical relevance feedback to expand an original query set.  Web directories, 
such as Yahoo!1 or AltaVista2, are human constructed and designed for human web 
browsing. They provide a hierarchical category scheme and documents are sorted into 
the given scheme. Our strategy relies on terms extraction using a classical relevance 
feedback with a condition that these terms represent a directory or category, which is 
denoted by a keyword describing its content and thus will be considered as a specific 
domain to collection of documents. The process is described as following: 
•   Extract some terms or seed words, by using relevance feedback as well as a ranking 
strategy to select the expansion term, as explained in the previous section. This set is 

denoted by set1, 
•   Collect domain keywords candidates, from categories and directories related to 

some hierarchical web directories, such as: Yahoo! 1 or AltaVista2 or Open Direc-

tory3, which  is denoted by set2, 
•   Select a fixed number of domain keywords as seed words from set1 but also a can-
didate of set2.   

                                                           
1 http://www.yahoo.com/docs/pr 
2 http://www.altavista.com 
3 http://dmoz.org/ 



In case of large number of resulting domain keywords, a statistical process will be 
applied for ranking and selecting of best ones. The resulting set of keywords will be 
used for a query expansion, which may involve many keywords or just a subset of 
them.  

3.3 Thesaurus-based Expansion 

This approach is based on expanding a query with a fixed number of relevant terms 
from a structure derived from a lexical database, WordNet [9] for English queries and 
EuroWordNet [10], [11] for French queries could be seen as powerful tools to study 
lexical semantic resources and their language-specificity [8], [11]. Our first sugges-
tion is that synonyms of a query term can be used, as expansion candidates. Follow-
ing the research reported by Voorhees [9] on the use of lexical relations of WordNet 
for a query expansion, we can proceed by a simple look up to find synsets of a full 
query, otherwise, we proceed by a term-by-term search in case of non-existence of a 
full query in the lexical database. A statistical frequency might be used for ranking 
and selection to avoid words that do not occur frequently with original terms, such as 
"reckoner" which will be removed from the synset list of "computer". An appropriate 
weighting scheme will allow a smooth integration of these related terms by reducing 
their influence over the query [4]. Thus, all terms recovered from the thesaurus will 
be given weights, expressing their similarity to original query terms, based on their 
position in the conceptual hierarchy (depth = 1) as well as number of terms accompa-
nying them in the same synset. Some strategies were proposed [4], [9] for sense dis-
ambiguation and weight assignment to synonyms and other terms in a thesaurus. In 
this study, weights assigned to any synonym of one synset would be related to an 
envelope of 0.5 dived by number of terms in the corresponding synset, which is pro-
portional in the same synset. Following these assumptions, the expanded query with 
synonyms, would contain: {computer, data processor, electronic computer, informa-
tion processing system, calculator, figurer, estimator}.  

The proposed weighting factor for retrieved expansion terms from synsets of a 
conceptual hierarchy related to the WordNet thesaurus, is described as following: 

Weight(term,expj) =    
0�
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×
  (2) 

Where, M is the number of terms that belong to the same synset. Sim (term, expj) is 
the similarity between a term and an expansion candidate expj and could be estimated 
by any similarity measure, such as the Cosine measure [7] as following: 
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where, vsi and vti are frequencies of term and expj in a corpus, respectively.  
However, expanding a query with any of those weighted synonyms implies a careful 
selection and ranking, depending on statistically most weighted terms, in conjunction 



with all query terms, not just one term query. For a query Q with k terms {term1, 
term2, ..., termk}, weights factors would be computed for an expansion term candidate, 
summed for all query terms, if the expansion term appears in the related hierarchy 
and the highest weighted term is selected for a query expansion, as following: 

                       Weigth(query,expterm) =  ∑
=

N
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3.4  Combining Different Approaches 

Following the research reported by Ballesteros and Croft [1] on the use of a local feed-
back, adding terms that emphasize query concepts in the post and pre-translation phases, 
improves precision and recall. This combined method is supposed to reduce the ambiguity 
by de-emphasizing irrelevant terms added by translation and will improve precision and 
recall of an information retrieval. The new query Qnew can be defined as following:  

                                     Q new  =  Qorig + α1 ∑
EHI

7L + α2 ∑
DIW

M7                 (5) 

where, Qorig is an original query, ∑
EHI

7L  and ∑
DIW

7M  represent an added set of terms

before and after translation/disambiguation, consecutively. The two parameters α1 and

α2, which represent the importance of each expansion strategy, are given by human
experimentally at this moment, but could be estimated using an Expectation-
Maximization algorithm.  

4  Experiments and Evaluation  

Conducted experiments were completed on the proposed strategies for query trans-
lation disambiguation and expansion, with an application to a French-English informa-
tion retrieval, i.e. French queries to retrieve English documents. Linguistic tools used 
in these experiments are described as following: 

 

 
•   CLEF 2001 test collection4 was used for a cross-language evaluation. Topics com-
posed of fields <title> for title, <desc> for description and <narr> for narrative, are 
considered. Key terms contained in these fields, which are averaged 20.6 terms by 
query, are used to generate French and English source queries.  
•   Hansard corpora (Canadian Parliament Debates) are bilingual French-English 
parallel corpora, containing more than 100 million words of English text and their 
corresponding French translations. In this study, we have used Hansard as monolin-
gual French / English corpora.  

                                                           
4 http://www4.eurospider.ch/CLEF/ 



•   COLLINS5 Series 100 French-English bilingual dictionary was used to translate 
source queries. The bilingual dictionary includes 75.000 references and 110.000 
translations, which seems to be plenty for research. 
•   WordNet [9] and EuroWordNet [11] are used as thesauri to the query expansion 
and possible compensation, in case of limitation in the bilingual dictionary.  
•   Porter6 Stemmer was used for the stemming part.   
•   SMART7, an information retrieval system based on vector space model that has 
been used in many researches for CLIR would retrieve English and French documents.  

4.1 Experiments and Results  

A retrieval with original French / English queries were represented by Mono_Fr / 
Mono_Eng methods, respectively. No_DIS is the result of translation without 
disambiguation, which means selecting the first translation as target, for each source 
query term. N_DIS refers to the translation and disambiguation method 
(trans_disambiguation).  Expansion methods were represented by: Feed.bef / Feed.aft, 
for a relevance feedback before / after the trans_disambiguation, respectively. 
Feed.bef_aft refers to a combined relevance feedback before and after the 
trans_disambiguation. Domain-based feedback was evaluated with Feed.dom, after 
the trans_disambiguation. A combined method with a relevance feedback was tested 
with Feed.bef_dom. WordNet-based expansion was evaluated using synsets of target 
translations with Feed_wn, as well EuroWordNet-based expansion on synsets of 
source queries with Feed.ewn. Combined thesauri-based expansion and relevance-
feedback, is represented by Feed.bef_wn and Feed.ewn_aft, with domain-based feed-
back, by Feed.dom_wn and Feed. ewn_dom. Combined thesauri-based expansion was 
tested with Feed.ewn_wn. Finally, Feed.ewn_wn_dom represents combined thesauri 
with domain-based expansion. Results and performances of these methods are de-
scribed in Table 1, with an average precision and a difference comparing to the 
monolingual counterpart. 

4.2  Discussion  

The disambiguation method N.DIS showed a better improvement in terms of aver-
age precision, 101.94% of monolingual retrieval, comparing to No_DIS or to mono-
lingual English or French retrieval. Feed.aft showed a good help to the average preci-
sion, with a 101.33 % of the monolingual counterpart. Combined relevance feedback 
techniques before and after trans_disambiguation Feed.bef_aft showed a better result, 
with a 102.89% of the monolingual counterpart. This suggests that a combined query 
expansion before and after translation and disambiguation, improves the effectiveness 
of an information retrieval. 

                                                           
5 Collins Series 100 Bilingual Dictionary 
6 http://www.tartarus.org/~martin/PorterStemmer/ 
7 ftp://ftp.cs.cornell.edu/pub/smart 



Method Mono_Fr Mono_Eng No_DIS N_DIS Feed.aft 
Feed.bef_

aft 
Feed.bef_

dom 

Av. Prec 0.2629 0.2628 0.2214 0.2679 0.2663 0.2704 0.2725 
% Mono 100 100 84.24 101.94 101.33 102.89 103.69 

          

Feed_wn Feed.ewn 
Feed.bef_
wn 

Feed.ewn_
aft 

Feed.dom
_wn 

Feed.ew
n_dom 

Feed.ewn_
wn 

Feed.ewn
_wn_dom 

0.2518 0.2579 0.2571 0.2588 0.2540 0.2545 0.2608 0.2741 
95.81 98.13 97.83 98.47 96.65 96.84 99.23 104.29 

 
Table 1. Best results and evaluations for different combinations of query transla-

tion/ disambiguation and expansion: Relevance feedback, domain-based feedback and 
thesaurus-based expansion 

 
 
Domain-based feedback showed a drop in term of average precision comparing to 

previous methods. However, combined with a relevance feedback before and after 
trans_disambiguation, a greater result with a 103.69% in terms of average precision 
was deducted. Thesaurus-based expansion with WordNet Feed_wn or EuroWordNet 
Feed.ewn as well as combination to relevance feedback Feed.bef_wn, Feed.ewn_aft 
or domain-based feedback Feed.dom_wn, Feed.ewn_dom showed drops in average 
precision. In the other side, a combined thesauri-based expansion Feed.ewn_wn 
showed a better result but again a drop in average precision. The best result was 
achieved by the combined thesauri-based expansion and domain-based feedback 
Feed.ewn_wn_dom with a 104.29% of the monolingual counterpart, in term of aver-
age precision. This suggests that adding domain keywords to generalized thesauri 
improves the effectiveness of retrieval.  

Thus, key techniques used in this successful method can be summarized as follow-
ing: 
•  A statistical disambiguation method based on co-occurrence tendency is crucial to 
avoid wrong sense disambiguation and select best target translations, 
•  Adding domain keywords to the original query and then selecting thesaurus word 
senses, to avoid wrong sense disambiguation, is considered as an effective approach 
for the retrieval of any information, 
•  Each type of query expansion has different characteristics and therefore their com-
binations could provide a valuable resource for query expansion and showed the 
greatest improvement in term of average precision, 

5.  Conclusions and Future Works  

Linguistics resources are readily available to achieve an efficient and effective 
query translation method in Cross-Language Information Retrieval. What we pro-
posed and evaluated in this paper could be summarized as following: first, a query 
disambiguation, which is considered as a valuable resource for query translation. 



Second, combined query expansion techniques before and after the translation and 
disambiguation methods, through a relevance feedback or domain-based feedback, 
has showed its effectiveness compared to the monolingual retrieval, the simple word-
by-word dictionary translation or the translation and disambiguation. Third, thesauri-
based with synonyms and domain-based feedbacks showed the greatest improvement 
to an information retrieval.  

Our ongoing work involves a deeper investigation on different relations of Word-
Net and EuroWordNet thesauri, beside synonymy, and use multiple word senses for 
query expansion. An approach of learning from documents categorization or classifi-
cation, not necessarily web documents, to extract relevant keywords for a query ex-
pansion, is among our future researches. Finally, our main interest is to find more 
effective solutions to fulfill needs of an information retrieval across languages. 
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