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Abstract

Image mosaicking is a process in which small images are composed together into one single
image. We will focus on this topic in this work. Especially, we will focus on a computer
processed image mosaicking of regular-shaped input images regularly arranged into a grid.
Displayed data is from the field of tissue pathology where large 2D high-resolution color
images were acquired from wide-field optical microscope. The output image is obtained by
registration and stitching adjacent images resulting into a large-scale 2D high-resolution
color image.

The solution will be presented through-out this work as well as particular environment
where our in-house developed program is used. Novel approaches to this problem will be
described too and their aspects discussed. A special measure is developed characterizing
the quality of image with respect to voxel-based image registration techniques. The pro-
gram makes use of special order, derived from application of graph theory, for registering
adjacent images. That enabled it to handle images mainly containing empty background
well. Program also performs well by using a stream stitching approach. In particular,
it is feasible to compose an image of size larger than the memory capacity of processing
computer. The result of stitching is claimed to contain no harming artifacts from the point
of view of pathological analysis.

The work is based on two accepted articles that are included in the appendix of this
thesis.
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Chapter 1

Introduction

1.1 Preface

We will deal with the computer processed image mosaicking problem in this thesis. The
image mosaicking is a process in which large image is somehow composed from several
smaller images according to given rule or methodology. We will specify this rather vague
definition in more details in the next section to achieve a good insight into the problem
that was solved and that is the subject to this thesis.

For this moment, we will just allow ourselves to classify this problem into the field of
computer graphics which, in turn, belongs to the most often studied fields in computer
science. Moreover, the problem can be considered as an image processing problem in our
case since the image was further processed after the final mosaic was created. Composed
large images were further annotated, i.e. specific features of displayed data are discovered,
labeled and described, and images were stored into a database afterthat.

Since this work was solved in collaboration with the Department of pathological
anatomy at Brno Faculty Hospital — Bohunice, the displayed data were images of tis-
sues typically. The task was to acquire large color image of tissue at the best possible
resolution and picture quality. The adopted approach was to acquire image of specimen
part by part and then compose these parts together into final large image. Details will be
given in the next section. The output of the method, which is to be described later in this
document, is available in the digital collection in the Hypertext Atlas of Dermatopathol-
ogy at http://www.muni.cz/atlases. The program, a software outcome of this work, is
still in frequent use there at the department.

The work has been published in two papers [7, 19] already. Each focused on just a part
of the whole problem and at different level of details. Since the obvious space constraints
given by publishers of papers, we decided to write this thesis in which we will concentrate
on several interesting aspects of the work and describe them properly. Of course, the whole
methodology will be described too. But still, we included both papers into the Appendix
(on page as the sources of comprehensive summary of the method.



1.2 Problem introduction and specification

Since the advent of digital microphotography the researchers can get more from their
microscope device than just photographs of specimen. The transition into the digital
world removed some barriers. As an example of the most limiting barriers we can take
either the size of final image (a grayscale photo) while maintaining the best resolution
achievable, or the non-reproducibility and further processing of data stored analogously
without losing the quality of data. The migration into digital world enabled us to overcome
such barriers allowing us for on-line remote consultation with other colleagues, accessing
remote database which contains reference images of some disease, easier lecturing etc.

The acquisition of a large image at the highest resolution and picture quality possible
with respect to the given optical setup can be considered as a specific feature of digital
microphotography. The area of specimen, that can be captured at the single moment, is
limited by the optical instrument. We will call this a field — a single image that can be
captured at once. Larger area of specimen can be captured by acquiring several smaller
images (fields) and composing them together — mosaicking. Each field can be acquired
at the limits of optical setup, namely at high magnification and resolution possible. The
overall quality of large image doesn’t necessarily have to be worse than the quality of
every field. The composition preserves the resolution, sharpness as well as all other picture
quality descriptors.

The arrangement of fields in a mosaic resembled orthogonal grid, see Figure [1.I} which
was supposed to be stitched together. The mounting stage, to which the specimen was
mounted, was controlled to make the adjacent fields slightly overlapping. However, the
movement resolution of the stage is still lower than the resolution of the CCD chip that
actually acquires, digitizes, the light information which forms the sensed image. In fact,
the overlap was the only source that provided us with the information how to align adjacent
images so they could truthfully constitute a large image of the whole specimen. We were
expecting the mounting stage to translate perfectly. That allowed us to expect adjacent
images to be just somehow translated to one another, no rotation or rescaling was expected.
The process of determining the best alignment of, possibly adjacent, images is generally
called the image registration.

The content of displayed images was merely tiny parts of human skin or organs, lots
of cells with different textures and plenty of intracellular space. The system was not
influenced by the ambient light, furthermore the acquiring instrument was located in a
dark room. The specimen was a flat structure. Even that, the sharpness of adjacent fields
slightly varied from time to time. The cause was often the mounting of the specimen
on the stage or the specimen itself. The normal axis of the specimen plane was not
exactly parallel to the optical axis resulting in different sharpness at the sides of field. So
the sharpness was slightly changing over the mosaic. In addition, the non-perfectness of
optics resulted in minor changes in the overlap data. For instance, if the optics or CCD
chip suffered from tiny distortion on the left-hand side of the view and the mounting stage
was moving then the same region was pictured once on the left-hand side and once on the
right-hand side of adjacent fields, i.e. once with tiny distortion and once without that.
Examples of input images are included in the Appendix.

Another registration related problem is the semantical content of a field. Specimens
contained holes or the specimen’s shape was not convex from time to time. Either way,
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Figure 1.1: An illustration of mosaicking process and an arrangement of fields. Each image
on the left-hand side from the arrow is termed as a field. Notice the overlap between
adjacent fields 1,0 and 2,0. Also notice the nature of displayed data. Finally, note that
there exist fields with background (white empty regions) in the overlap area that cause
major problems with reliability of registration.

white uniform illumination formed a background in images. Background is those regions
where no parts of specimen are present. Especially, background was often in the overlap
area of adjacent images. In such situation it was quite difficult to align such images even
for human observer.

Since the microscope was driven by an ordinary personal computer (PC), we planned to
use that computer also for mosaicking process. Hence, three technical constraints arisen.
The most limiting factors were the processor power and the amount of available memory.
The processor power was important for registration establishment because registration
methods can be rather demanding. The memory limitation as well as hard drive perfor-
mance were critical in respect to the amount of processed data. The amount of data was
usually not less than 200MB, although 1GB was nothing rare too. Thus, the design of the
solution to image mosaicking had to be efficient with computer resources. In particular,
the size of composed image could be considerably larger than the size of available memory
capacity which was expected to be up to 512MB.

The stitching process had to deal with data that was not absolutely the same in their
common overlap. Typically, if we aligned two adjacent images according to the upper
part of the overlap, then the lower part was misaligned by few pixels (less than ten).
No new artifacts should emerge after stitching, i.e. the shape of structures present in the
overlap region must be preserved as well as tiny tissue lines should be continuous as much
as possible. No data resampling was demanded in order to come over from one data
to another smoothly. Decent data blurring was allowed in order to hide the stitch from
human observer.



1.3 Overview of the thesis

The rest of the document is outlined as following.

In the beginning of the next chapter we will describe the entire methodology we had
adopted. We will try to describe it briefly since the methodology is already described in
papers included in the appendix. Furthermore, we will briefly describe the registration
methods in order to provide at least some pieces of information required to understand
the text in the subsequent chapter. Optimization techniques employed will be mentioned
too.

The following chapter will summarize and discuss results we had achieved. We will
mention the determination of special registration order, robustness of selected registration
methods, optimization techniques employed, observed behavior of optical instrument and,
finally, the way to compose large images with seamless stitches.

The fourth, final, chapter will conclude the thesis. This chapter is followed by appendix
containing sample images (fields) and two original published papers.



Chapter 2

Registration and stitching

2.1 Material and Methods

A wide-field optical microscope Leica DMLB (Leica, Germany) with CCD device Nikon
DXM 1200 (Nikon, USA) was used for fields acquisition of the specimen. We experimented,
depending on the magnification desired, with several objectives ranging from 10x to 100x
magnification (lens were HC PIApo 10/0.4, HC PIApo 20/0.7, HCX PIApo 40/0.85 CORR
and HCX PIApo 100/1.35 Oil Imm). The instrument was driven by Lucia DI software
(Laboratory Imaging, Czech Republic).

Lucia DI software was used for acquisition of every field. The system refocused before
each acquisition in order to get sharp images. An automatic focusing failed from time
to time — for example due to specimen mounting as described in previous chapter. The
software provided a composing function for situations where even human operator driven
focusing failed. The composing function could compose 2D image from several 2D images,
each focused at different distance. Only sharp regions, selected from the sequence of
images, were used in composition resulting in image that was sharp everywhere.

The output of Lucia software is a sequence of images that is passed to our in-house
developed program. Relative positioning of two consecutive images is known due to me-
anderic scan used by the Lucia software. Thus, a grid position of each field is available
prior to the mosaicking step (see Figure and notice the coordinates printed inside each
image).

Each image in the sequence is a 2D color image. Typical dimension was 1232 x 972
pixels (picture elements). The color was characterized via red, green and blue 8-bit color
channels. The overlap between adjacent images was set typically from 5% to 10% of image
dimension. There were usually from 30 to 1000 of images in one mosaic resulting in data
through-put of 105MB to 3500MB.

We will describe the methodology of mosaicking. The method can be divided into three
steps. The goal of the first and the second steps together is to establish global coordinates
of top left corner of every image in the mosaic. Global coordinate unambiguously deter-
mines the final position of the field in pixel units with respect to the selected (0,0) point
in the final large image coordinate system. In the first step we established a special order
of fields according to which they will be processed in the second step of the method. In the
second step each field is examined, the registration to adjacent images is conducted and



1. for Vi € Im do Pr[i] := 0 and Val[i] := —o0
2. 7' = maxjerm (ZjeSur[i] Mesli < j])

3. while 3i € Im : Pr[i| =0 do
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Figure 2.1: The modified Prim algorithm. The registration sequence is the order in which
fields are printed in this algorithm (step (f])).

also the final global coordinates are computed. The final step stitches all fields together
according to the supplied global coordinates. More details to each step will be described
in the following sections.

2.2 Registration order establishment

Assessing of a special order was adopted. The purpose of the order is to register fields at
first that can be probably well registered and their global coordinates can be decided well.
In the end of the sequence should be images containing background in overlaps and these
should be embedded into the mosaic in the least harming way.

We made use of graph theory for that purpose. We considered a mosaic to be an
adjacency graph with fields as vertices and edges only between adjacent vertices (fields).
Edges were weighted according to the measure described below. Registration order was
established from modified Prim algorithm. The Prim algorithm computes usually the
minimum spanning tree. We were printing out vertices in the order in which they are
processed during the modified Prim algorithm. Let us denote a set I'm to be the set of all
fields in the given mosaic and Sur[i] to be the set of all adjacent fields to the field i € I'm,
i & Surli]. The algorithm is written in pseudocode in the Figure Note the output
sequence property that states: if Vi € Im is s; the index of ¢ in the sequence and s; > 1
then there always exist at least j € Sur[i] with the property s; < s;.

The weights associated to edges were computed from the measure given by equations
and . The measure should emphasize overlaps that provide more information
with respect to registration methods,

Mesli < j] = Mesli — j| + Mes[j — 1], (2.1)
Mesli —jl= Y. |pi(z,y) —pi(z + Ly)| +
(z,y)€part;.;
> pimy) —pilz,y + 1)) (2.2)

(z,y)epart;—;



Figure 2.2: An illustration of terms demonstrated on an example of registration in horizon-
tal direction. Notice parts of images as well as the area X x Y of all reasonable alignments.
The shift vector is displayed as a thick arrow.

We define a part;_.; to be the set of all coordinates, within the coordinate system of image
1, of pixels from the overlap except for the most right and the most bottom pixel lines.
Value of pixel from the field i at coordinate (z,y) will be designated as p;(z,y). See
Figure for illustration of terms. Only the grayscaled (reduction from 24-bits to 8-bits
per pixel) parts of images were stored in computer memory during the first two steps of
the method. The measure was computed over the overlap data of both adjacent fields.

2.3 Registration methods

The information provided from the mounting stage about its movement was not accurate
at the resolution of images. We used the information hidden in the overlapped area of
adjacent images in order to recover exact translation between those two. We searched
only for translation, no rotation, rescaling or whatsoever was expected.

We used registration methods for the optimal alignment recovery. There exists several
methods for registration according to survey papers [3, 0, 5] and recently [26]. These
are mainly grouped into the two categories: voxel-based and feature-based registration
methods.

We excluded methods from the feature-based category due to the nature of displayed
data. Extracting most of the classical image features [14, [T}, 24] was expected to be less
reliable for further processing, i.e. for registration.

The registration methods from the voxel-based category were used instead. The basic
idea behind this methods is to evaluate all possible/reasonable alignments and select the
most appropriate one. The evaluation of given alignment should therefore characterize
the appropriateness, the quality of a match. The highest the evaluation was the more
appropriate the alignment was. We will describe selected methods briefly. For a detailed
description refer to [5] [I8] or to the original sources that will be cited nearby. We had also
make use of [4], [I6]. The n-pass method is such method that needs for its computation to
examine exactly n-times data from given overlap. All presented methods work directly on
raw data.
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The alignment of two adjacent fields was defined by a shift vector. Shift vectors were
two dimensional (s, s,) and ranged from the region all reasonable alignments, i.e. s, €
X A'sy €Y according to the notation of Figure The X x Y region was controlled via
percentage p of the field dimension, X = p-x — R and Y = 2p - y. Parameter p was the
input parameter to the whole method.

We also used the concept of default vectors for both registration directions, i.e. whether
we are registering fields adjacent to one another in horizontal (as in Figure or vertical
direction. The very first registration in given direction determined the default vector for
that direction. Every consecutive registration result was compared to the default vector.
If the difference between default and found vectors was not significant, then the default
vector was updated via reaveraging with the new vector. Otherwise, the default vector
was used instead as the result of given registration. The difference was judged upon the
respective differences in both coordinates. In particular, if the difference of at least one
coordinate was more than 10 pixels, the found vector was compensated. This mechanism
was used to detect misalignments and enabled us to embed fields when required.

Registration as well as final global coordinate determination was performed according
to the sequence given in the first step of the method. Global coordinate (0,0) was set to
be the top left corner of the first field in the sequence which was determined in the step
of algorithm in Figure For every field in the sequence, except for the first one,
the registration was computed with all adjacent fields that did not have the final global
coordinate already established. Global coordinate of every field in the sequence, except
for the first one, was determined as the weighted average from coordinates suggested
from adjacent fields that did have the final global coordinate already established. The
suggestion was based on the respective global coordinate and shift vector. The weight
associated to the corresponding edge in the underlying graph representation of the mosaic
was used.

2.3.1 Alignment evaluation methods

The stochastic sign change. The stochastic sign change (abbreviated to SSC) is,
perhaps, the most simple and basic test for similarity. We determined the sequence of
differences from corresponding pixel intensities in the common overlap given by evaluated
alignment. We counted occurrences of the following situations:

e difference value change from strictly positive (above zero) to zero or less,
e difference value change from strictly negative (bellow zero) to zero or above,
e difference value remained zero.

The count is divided by the length of the sequence and that is returned as the evaluation of
given alignment. SSC evaluation is simply one-pass evaluation following the idea that the
more sign changes there are the more similar these two images in their common overlap
are.

The last situation is for the sake of exactly the same data from both overlap area. In
such circumstances the pixel intensity differences are zero obviously. That would lead to
no sign changes at all while the alignment is perfect, in fact.
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The normalization allows for comparison of evaluation values of alignments represent-
ing different size of overlaps. The larger the evaluated overlap is the longer the sequence
is which allows for possibly more changes. On the other hand, we must restrict the size
of overlap from being too small since the fraction might get higher because of the division
by small number. Note the area R x Y of restricted alignments in Figure We used
R =5 pixels. The range of possible evaluations is (0, 1).

This method presumes that the data from both adjacent images is identical except
for non-correlated additive noise with the zero mean value and symmetric probability
density function. Moreover, the higher the brightness difference between registered fields
is, the less sign changes will occur. Sign changes will occur sparsely in such case and
the SSC’s expressibility will become poorer from the similarity point of view. At some
level of brightness difference the SSC will completely lose the ability to point out optimal
alignment. The similar behavior would happen if the noise won’t be centered at zero value.

The sum of absolute valued differences. This evaluation (abbreviation is SAVD)
seems to have its root in the least-square criterion which is very popular measure of simi-
larity in computer science. We computed the overall sum of absolute values of differences
of intensities of corresponding pixels. The sum is then divided by the overlap size for the
same reasons as in the sign change criterion. The small overlap restriction is preserved.
SAVD is defined as the MAX constant minus the computed sum — in order to be consis-
tent since we defined that evaluation rises as the given alignment is closer to the optimal
one. The best alignment is then achieved when the sum is equal to zero value, hence the
evaluation is equal to MAX value. Any sub-optimal alignment will differ at some pixel
pair resulting in strictly above zero value of the sum. The sum, in fact, expresses the
average difference of corresponding pixel intensities and since the maximum difference of
8-bit color is 255, we set the MAX constant to the value of 255.

SAVD suggests the least-square criterion. The square function, which purpose is in
fact to turn the negative values into positive ones, is substituted with the absolute value
function in this case. The advantage is its less sensitivity to outliers — corresponding
pixel pairs which differ notably in comparison to others. This improves the similarity
evaluation when the noise is present provided the noise won’t over-buzz the image itself.
In other words, the noise won’t affect the total sum as much as it would affect in least-
square criterion leaving this way the noise-free pixels to control the total value of the sum.
SAVD’s range of possible evaluations is (0, MAX).

It is slightly faster than SSC and more reliable too. It is again one-pass evaluation.
The images to be registered should be identical, small variance in brightness and noise is
acceptable.

The normalized cross-correlation coefficient. Also known as Pearson r-coefficient
sometimes also referred as linear or product-moment correlation [16], abbreviated to NCC.
The basic implementation is typically two-pass evaluation [2] which can be straighten into a
one-pass evaluation [I8]. We implemented the NCC with the range of possible evaluations
to be (—100,100). The optimal alignment was reached for the 100.

This evaluation measures the extent to which the intensity values of corresponding
pixels are “proportional” to one another. The term proportional means linearly related.
The higher the NCC is the better can be every pixel pair from overlap described with
single linear equation. For instance, this implies that NCC should work when additive
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noise is present with expectation equal to additive coefficient and symmetric probability
density function. Multiplicative noise with expectation equal to linear coefficient should
be handled too. Thus, NCC evaluation should still find the optimal alignment of images
with different brightness.

The correlation ratio. We implemented the correlation ratio (CR) evaluation ac-
cording to [I3] [12] where it is compared to the Woods criterion and to the mutual informa-
tion measure. While the NCC evaluation handles just linear dependency, the CR should
handle any functional dependency [13].

The idea behind is, at first, to estimate the “dependency” of p;(x,y) data on p;(z’,y)
data, j € Surli], from the given overlap and, at second, to quantify this dependency. We
would like to find the function ¥* which satisfies the formula:

0" = min Varlpi(a' + t.y' + 1) = blpy(a',y)) (2.3)

where ¢ : (0,255) — (0,255) represents the functional dependency, (z' + tz,y +ty) €
part;—;, (¢',y") € part;_; and (tg,t,) is examined shift vector (given by the examined
alignment). Var is symbol for statistic variance (the second order central moment).

The correlation ratio can be computed in one-and-one pass. That means to scan once
the entire overlap to get some statistics and then to process the statistics. The method
is still rather fast. Unfortunately, the description of theoretical background as well as
implementation details to this evaluation method are beyond the scope of this thesis.
Instead, readers are encouraged to review [13] [18].

We implemented CR with the range of possible evaluations to be (0,100). The higher
the evaluation is the more optimal alignment is currently examined. In case of the optimal
alignment the functional dependency is fully explained by some v and, thus, the variance in
equation will be zero, i.e. minimum and therefore ¢ = 1*. The restrictions regarding
the noise volume hold as for NCC. Even in spite of the fact that the CR evaluation is
considered to be an extension of NCC in terms of more complex functional dependencies
it can handle.

The mutual information. We also implemented the mutual information (abbrevi-
ation MI) as an alignment evaluation method. This method also deals with probability
estimations. Unlike CR, which is based on functional dependency, the MI is based on sta-
tistical independency. The basic literature regarding MI and registration of large images
can be considered [22] followed by papers [20} 21], technical reports [23] and notably [g].
We also implemented a variant to the method [25] originally suggested by Viola [22]. The
difference was due to the probability functions estimated from joint histogram.

The idea of MI is basically like this. We can think of the image data within the overlap
as of a sequence of trials. All possible trial results are numbered. Trial numbers are all
possible pixel values and are stored in the set T'. We can imagine U to be the discrete
random variable with the probability density function Py. Similarly, V will be discrete
random variable with Pj,. Both variables are represent by data within the overlap of two
adjacent fields. If we can estimate the joint probability density function Py of U and
V so that Py and Py are the marginal probabilities, W is the discrete random vector
W = (U,V), then we can base the evaluation on the following two ideas. Two random
variables are statistical independent if the equation holds. Two random variables are
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statistically maximum dependent if the equation holds,

Vu,v € J: PylU=u|-PylV =v]=PylU=uAV =1, (2.4)
Vu,v € J: PylU=u|=PylV =v]=PylU=uAV =1]. (2.5)

The MI evaluation method is defined for two discrete random variables according to
the information theory:

MI(U,V) = I(U|V) = [(V|U) = H{U) + H(V) — H(U,V). (2.6)

The I(U|V') denotes the information measure from information theory where the amount
of information that V has about U (I(U|V) is expressed as the Shannon entropy of U
(H(U)) subtracted by the conditional Shannon entropy of U provided V' (H(U,V)).

We found another definition of mutual information in [5] on pages 24, 25:

PylU=uNV =]
PylU =u]-Py[V =v]

MI(U, V)= > Py[lU=uAV =uv]log (2.7)

u,veJ

This measures the mutual information between U and V' via the dependency degree using
the Kullback-Leibler distance between the numerator and denominator of the fraction in
the logarithm. This is in correspondence with the idea explained by equations and
Both definitions of MI are equivalent, i.e. equation [2.6| can be converted into and vice
versa.

The general pitfall of the MI method is the estimation of joint probability density that
rises the computational complexity of the evaluation to one-and-one-squared pass method.
That can be understood as scanning the entire overlap in order to compute some statistics
that is separately evaluated later with quadratic complexity to the length of statistics,
i.e. to the color depth per pixel in the input images.

2.3.2 Registration optimization

The drawback of voxel-based registration methods is the need to explore the parameter
space of expected transformation. Time consumption for deciding one registration depends
on the searching of the space. That, in turn, depends on the dimensionality of the space,
the domains of parameters and last, but not least, the computational demand of evaluation
method (including size of processed data).

The influence of mentioned aspects can vary. However, it is always safe, while it is
still reasonable, to reduce as much as possible everywhere. We narrowed the parameter
space dimension by searching just for translation, i.e. search over just two parameters.
We narrowed their domains into a reasonable large area where optimal alignments can be
expected. We also lowered the number of examined parameters until the optimal ones are
found by optimizing the search in the parameter space.

The problem of searching the parameter space is, in fact, the problem of searching the
global maximum. We used two optimization techniques that we called n-step optimization
technique and the gradient ascend search. We will allow ourselves in the following text to
use the terminology that we are searching vectors.

The n-step optimization technique resembles the multiscale approach, or sometimes
also called a pyramidal approach. The space is searched in |logy(n)| 4 1 iterations. In the
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first iteration, the technique examined every n-th vector and selected the best evaluated
one (Tpest, Ypest)- 1N every consecutive iteration, n was lowered to its half (n := |[n/2]),
the search space was narrowed into (Tpest — 1, Tpest + 1) X (Ybest — My Ybest + 1) and it
was again scanned every n-th vector for a new (Zpest, Ypest) vector. The iteration stoped
whenever n equals to zero, i.e. after the finest search in a small region around, possibly
global, maximum.

The gradient ascend search is a classical iterative optimization technique. We started
the iteration with the default vector for given direction and denote it (Zpest, Ypest). In each
iteration, better evaluation was searched around in the neighborhood of all 8 adjacent
vectors (adjacent vectors were differing in some of its coordinate by at most one pixel
from the given vector (Tpest, Ynest)). If no better vector were around, the iteration would
stop. It is guaranteed that the last (Zpest, Ypest) vector described the best alignment around,
possibly the optimal one.

We optimized the very first registration in both directions with the n-step optimization
technique because it searched all space of allowed shift vectors. The first registration
in given direction defined the default shift vector for that direction. Every consecutive
registration in given direction was then optimized by gradient ascend technique.

2.4 Mosaic composition and stitching

The final step of this method was a stream stitching — the third step. At this stage, our
developed software already knew final global coordinate of every field in the mosaic. All
grayscale (8-bit per pixel) parts were released from memory.

The stream stitching worked in two directions. It could assemble a part of final large
image from the fields present in the given grid row. This is called the horizontal direction
stitching, see Figure Whereas, the vertical direction stitching worked with two al-
ready assembled grid rows and connected (stitched) them together with the least memory
requirements as possible. That means to store as much pixel lines of the first assembled
grid row as possible into a hard drive while the currently stored line is still not interfer-
ing with the second assembled grid row (adjacent grid rows are overlapping). The whole
process was iterative starting with horizontal direction stitching of the top most grid row.
In each iteration, the following grid row was assembled and connected to the upper part
by vertical direction stitching. The process finished after connecting the last grid row and
storing remaining pixel lines of the final large image into a hard drive.

The stitching itself was implemented as smooth passing over from one data to adjacent
one. The intention is to display original data, then suddenly quickly and seamlessly come
over to the adjacent original data. We tried to change the source of data continuously
within the overlap area.

The passing was controlled by weights assigned to every pixel from the overlap. The
output was computed for every pixel of the overlap using simply the weighted average
of corresponding pixel values from both image data. Consider the horizontal direction
stitching for instance and see the left picture in the Figure Owing to the orthogonality
of mosaic grid and the fact that fields cannot be arbitrary rotated, the overlapping region
given by every reasonable alignment is a rectangle. In particular, every pixel line from the
given rectangle (overlap, in fact) contains the same number of pixels. Let us denote the
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Figure 2.3: The illustration of stream stitching process. Lines 1, 2 and 3 were each sepa-
rately the product of horizontal direction stitching. The stream stitching firstly connected
lines 1 and 2 by the vertical direction stitching. In the next iteration it appended line 3
and so on.

2.8

2.6

D2.4 1

2.2+

Figure 2.4: The left picture displays several weight distributions. The horizontal dashed
line is the constant weight, the gray dotted is a linear weight, the gray solid is weight based
on cosine function. The thin black solid curve is based on the 2nd order polynomial while
the thick black solid curve is based on 4th order polynomial. For detailed expressions
refer to [18]. The right picture visualizes the “zig-zag” method. It also tries to illustrate
the weights distribution within the overlap. The highest weights are attached to pixels
far from the edge whereas the weights get lower as the distance is shortening. The lowest
weights are assigned to pixels along the dotted curve.
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length of pixel line with {. The domain of weight function w : (0,1) — (0, 1) is “stretched”
to interval (0,[). Obviously, the pixel values with coordinate x € (0,1) from left field are
weighted by w(x/l) while the corresponding pixel values from right field are weighted by
1 —w(zx/l).

We proposed several weight functions, refer to Figure for list of them. Notably, the
weight function w(z) = 1,2 € (0,1) corresponds to overlapping the data originating from
the left field over the data from right field. We also experimented with a “zig-zag” weight.
The idea is to stitch the data in a narrow stripe which is irregularly meandering from top
to bottom of overlap. We used 20 pixel wide stripe. More details can be found in [I§].
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Chapter 3

Results and discussion

3.1 Registration order

The shape of specimen permitted a lot of background area in the mosaic. In particular, it
often happened that the background region was spread over two adjacent fields. In such
cases, overlaps contained merely or solely background. The background provides very
limited amount of information regarding the alignment of such fields. Thus, registering
such fields seemed to be more or less a lottery that, in addition, often complicated the
final stitching. For instance, misalignment of two fields shifted the global coordinates of
fields in particular grid row resulting in wrong mosaic. We provided a mechanism that
enabled us to overcome problems with background in overlaps.

The purpose of a value, that was attached to every edge of underlying graph rep-
resentation, was to evaluate the quality of overlap with respect to registration methods
implemented. Since global coordinate of each field must be determined, each field must
be processed at least once. Hence, we would like to visit each vertex in the graph. More-
over, we can only visit some of those vertices that have some of their neighbors already
visited. We allowed ourselves to move in the graph only along edges. Furthermore, we
preferred to move first along higher valued edges in order to visit fields that are possibly
easier to register, in other words, that are possibly less probable for registration failures
(misalignments) to occur. The proposed modification to Prim algorithm satisfies all that
requirements.

The measure Mes[i < j] represented major influence to the order establishment. It
managed to emphasize fields with tissue in overlap to the overlaps with background. The
justification of the design of equation can be as following. Imagine two sheets of
paper that have to be registered. Since the sheets are empty, or at least one of them, we
are unable to determine the correct alignment. There is simply no information to do that.
When we draw a dot on each sheet we gain something. We get translation parameters if
we align those dots. Depending on the transformation expected we might still need more
information, for instance we still cannot decide the rotation. If we draw another pair of
points we might establish the rotation (or get confused...). Let’s assume the new pair
of dots did not denied the translation parameters. Hence, we got rotation parameter in
addition. If we draw line on both sheets we again get more information even when we
are expecting just the transformation and rotation, i.e. the amount of information already
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Figure 3.1: The left image displays the graph representation of illustration data from
Figure Notice the difference of weights. Low values corresponds to overlaps with
background regions while, in contrast, high values corresponds to overlaps with containing
solely a tissue. The associated weight is normalized value of equation . The right
image displays the order that was established from given data.

extracted seems to be enough. The lines can ensure us that the parameters are correct.
They gave us more confidence that observed dots were not noise etc. To sum it up, it
seems that the more objects is present on the sheets, the better a human being can register
these two sheets. The values given by suggested measure behaves according to this claim.

The Figure gives an example. The illustration from introduction was used and the
corresponding graph representation was created. The Figure [3.1] also displays the order
established for such data. An example of somewhat larger mosaic is in the Figure (on
page where the fields from the first 1/3 of the registration order are emphasized.

Even that low measure values corresponded to the overlaps where registration failed,
the correct threshold for determination of the possibly worse-registrable overlaps is gen-
erally hard to guess. The texture of background may be arbitrary in general. For that
reason, we belive that it is much safer to put confidence on the mounting stage property
rather than on the measure itself. The mounting stage property will be described in the
next section. The mounting stage property is more probable to hold and independent on
background’s texture.

3.2 Comparison of alignment evaluation methods

3.2.1 Robustness comparison

We made use of 3D graph in order to visualize the behavior of alignment evaluation because
the evaluation behavior is central to the registration. Evaluation value is displayed for
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Figure 3.2: Examples of alignment evaluation method characterization. The graphs are
computed for registration of horizontally adjacent fields — Figure and Figure
By using notation from Figure (Czrcy) € X x Y, X =(0,76), R = (77,86) and ¥ =
(—68,68). The term MI hist stands for MI with probabilities estimated from histogram
and the term MI_Parz stands for MI with probabilities estimated using Parzen window

estimator (see [22] [18]).

every reasonable shift vector (¢, c,). The Appendix El contains images that were used in
all tests through out this section.

The selected evaluation methods are robust. Moreover, the Figure [3.2] shows that the
evaluation methods are smooth, contain single peak at the shift vector representing the
optimal alignment and the peak base is rather wide. In addition, the normalizations of
evaluation methods seemed to improve the evaluation values correctly so that they can
be directly compared regardless the size of underlying overlap or whatsoever. Note the
behavior in Figure that evaluation slightly rises when c, approaches the R interval,
notably for SSC, SAVD and MI. This is accounted for a side effect of normalizations. We
observed similar graphs on all tested data borrowed from the collaborating Department
of pathological anatomy.

We tested the behavior of alignment evaluation methods to several image quality degra-
dations. Figures [3.3] B4 and [3.5] document the behaviors when the right field image was
made more brighter, unsharped and covered with noise, respectively. The robustness may
be due to the size of the overlap given by every reasonable alignment. The stripe of pro-
hibited alignments always established reasonable amount of data present in every overlap.
The evaluation method was, thus, provided with enough information to make a decision.

We also observed a feature of evaluation methods that it actually doesn’t really matter
for what color channel the registration is performed. We tried to register images in every
color channel separately and in grayscale. We observed that there are always at least two
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Figure 3.4: Examples of alignment evaluation method characterization. The right field
image was jittered, bigger objects were retained, edges lost their sharpness.
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Figure 3.5: Examples of alignment evaluation method characterization. The right field
image was covered with random, equally spread noise. The original structures in the image
were still recognizable.

color channels with their shift vectors close to the grayscale one. The specimen was tinted
into somewhat pink-to-red color before acquisition. Hence, we presume that it suppressed
information present in either green or blue color channel. Nevertheless, the information
aggregated into the grayscale seemed to be enough for optimal alignment determination.
It allowed us to store parts of fields in just 8-bit color depth which introduced considerable
memory savings.

The registration results discovered a mounting stage property. Since the controlling
software drives the mounting stage to move always the same amount of units in a given
direction, the shift vectors for given direction seemed to obey normal distribution char-
acterization. The concept of default vectors then estimated the mean values for both
directions. We made use of this feature and the robustness of evaluation methods for
detecting the registration failures as described earlier. Drawback of this approach is in the
first estimation of mean shift vector for given direction. We were successful by establishing
an order, as described in the previous chapter, and providing the first estimate of mean
shift vector from the first registration result.

The shape of alignment evaluation methods enabled us to use optimization techniques.
The evaluations exhibited smooth changes while continuously moving through the param-
eter space of shift vectors. Also the shape of graphs is favourable to optimize searching
parameter space. Namely, the n-step optimization technique could not be fooled by local
maximum since there is one huge peak with base much broader than value of n. Typically,
small values for n € {4,6,8,12} were satisfactory while reliable, since the technique got
better overview of the parameter space owing to the finer step. The continuous-like behav-
ior of evaluations was good for gradient ascend optimization technique from the obvious
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Entire 4-step 8-step 16-step Gradient

search tech. tech. tech. ascend
SSC 55.323s 3.372s 1.027s 0.465s 0.031s
SAVD 44.746s 2.701s 0.821s 0.369s 0.036s
NCC 63.568s 3.995s 1.215s 0.546s 0.050s
CR 74.594s 4.746s 1.441s 0.648s 0.060s

MI_h 121.567s 7.835s 2.296s 0.990s 0.085s
MI_P 873.925s 56.460s 15.468s 5.384s 0.352s

Table 3.1: Speed comparison of alignment evaluation methods. Every column displays the
amount of time required for one registration of typical pair of adjacent images. The column
“Entire search” represents non-optimized registration. The gradient ascend optimization
started its search from default shift vector established over the whole mosaic from which
given pair was extracted. The default shift vector was not equal to the highest evaluated
shift vector. Experimental times were measured on 1.5GHz processor (3014.65 bogomips).

reason.

3.2.2 Time consumption comparison

Alignment evaluation methods can be also compared according to the time consumption.
Table summarizes our results. Notice two facts. At first, the n-step optimization
techniques introduces a great speedup even for small values of n. At second, the speedup,
in general, is in the order of magnitude regarless the evaluation method. Moreover, our
implementation of mosaicking program spends considerable more time when accessing the
data stored on the peripheral than computing the final global coordinates (with optimized
registration computation).

3.3 Establishment of final global coordinates

Final global coordinate of every field was determined from some of its adjacent fields
according to the algorithm described in the previous chapter. The contribution of each
adjacent field was weighted relevant to the measure Mes[i < j]. That naturally controlled
the influence. Whenever the global coordinate was supplied from adjacent field to which
the measure is poor, the influence to the final global coordinate of given field will be lower
since there is higher risk of misalignments resulting in wrongly estimated final global
coordinate.

This framework proved to establish reliable final global coordinates. We can support
this claim from inspection of several large mosaics. The suggested global coordinates to
selected field from its adjacent fields did not usually differ in more than 3 pixels in x or y
coordinate in the most cases.
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3.4 Stitching and stitch camouflaging

Owing to the memory limitation constraint some kind of stream data processing had to
be implemented. We were also looking for simple and fast algorithm. The input data
typically suffered from almost negligible translation in some area of the overlap region.
We disliked the idea of input data resampling in order to match another data to which
it is being stitched. We felt that interpolation errors would result in the same blurring
effect as in the adopted approach. Hence, we implemented stitching by weighted average
without testing any other possible solution.

The perception of stitch by human eye (brain) must be well understood in order to
tune the weight function. The weight function is the most important parameter of selected
approach. We tested several weight functions and several sizes of overlap. From the
knowledge we learnt, we can conclude following statements. Some are demonstrated in the
Figure When images are not identical, changes will occur and will be noticeable even
in spite of the fact that stitched overlap contains pixel intensities derived from intensities
originating from both overlaps. The weight smoothness aims against the rapid changes.
We presume that the weight should slowly change its values so the eye can get used to
the changes. Once the eye (human brain, respectively) gets used to changes in displayed
image data, changes then became less noticeable for the human being. Nevertheless,
since the real data lacks the optimal alignment, the best suboptimal alignment must be
used. Consequently, in the larger region, that displays wide stitch due to slowly changing
weight function, will accumulate more artifacts. For instance, the blurring of data which is
caused by roughly the same weights used in averaging, Figure The change should be,
therefore, reasonably quicker. Weights should change more rapidly, resembling continuous
smooth step-like function.

The slope of the weight can be regulated by the size of overlap (that is an input pa-
rameter to Lucia DI software). We report hardly noticeable stitches when using slowly
changing weight function, based on the 2nd order polynomial for instance, stretched to
length of around 40 pixels. Alignment evaluation methods proved to be relatively indepen-
dent on the overlap size which allows for controlling the quality of stitches by regulating
the size of overlap. It seems, from our observations, that reasonable narrow overlap pro-
vides us with nice stitches. On the other hand, larger overlap puts more confidence on the
registration and gives more space to maneuver when stitching.

We gained even better results after employing the “zig-zag” stitching method. It is
a logical conclusion drawn from the preceding paragraphs. Successful setting was a 20
pixel wide stripe together with the weight function based on the 2nd order polynomial.
The stitching was further enhanced by letting the narrow stripe continuously, smoothly
and randomly meander along direction perpendicular to the stitching direction. The idea
behind meandering is to move the stitching area somewhere within the overlap without
giving any piece of information where. For instance, a human being wouldn’t normally
notice the stitch in some certain row if there weren’t similar row with more noticeable
stitch.

If the data from both overlaps are perfectly identical, i.e. each corresponding pixel
pair holds exactly the same intensity value, then the selection of weight is unimportant
as long as the sum of corresponding weights equals to 1. The weights preserve the overall
brightness in the region. The suggested stitching method allows for arbitrary change of
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Overlay: Linear: 2nd order polynomial:

4th order polynomial: “Zig-zag’: “Zig-zag” visualized:

Figure 3.6: The figure demonstrates application of six different weights on the same overlap
data and the same given alignment. The class of weight function used is described in the
text above each picture. The “Zig-zag” visualized is the ordinary “zig-zag” method with
the difference that each pixel value from the area of narrow meandering stripe was inverted,
i.e. p — 255 —p. A sample pass of “zig-zag” method is visualized in this way. Each picture
is a rectangle constantly drawn from given horizontal direction stitch. Notice the different
artifacts emerging.
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Figure 3.7: This is an example of mosaic created from 90 fields. Each field designated with
its grid coordinate and the its number in the registration order. The first 30 fields in the
order are emphasized by enlightened frame to demonstrate the performance of registration
order.

brightness in a local region by adjusting the sum of weights at appropriate positions.
This might counterbalance illumination errors of particular optical instrument. It should
handle, for example, mosaicking of images acquired with brighter left-hand side than the
right-hand side of images.

Final note is about the memory usage of this stitching algorithms. The mosaic from
Figure is a grid of 10 rows times 9 columns with overlap of adjacent fields to be 7%.
The overall image size was thus 315MB. Before the registration order establishment all
grayscaled parts were loaded into memory. This represented the first memory usage peak.
The memory usage was 2.8MB at that moment. The second usage peak was achieved
when vertical direction stitching was conducted. The memory usage was 20.6MB at that
moment. To sum it up, the maximum memory required was up to 6.6% the size of the
final large image.
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Chapter 4

Conclusion

This thesis was about the image mosaicking problem. We considered given input images,
slightly overlapping arranged into a grid, displaying biomedical specimen — typically
tissues of skin or organs. The goal was to seamlessly stitch input images into one large
image. We described the method and discussed some of its aspects. We have also presented
results obtained using a special in-house developed software that implemented presented
method.

We presented an algorithm that can establish registration order. The novelty is in the
fact that it enabled us to handle registration of images with background in the overlap.
The description is accompanied by examples and some discussion.

A decent theoretical background to the topic of alignment evaluation methods was
supplied. Text is properly accompanied with citations of original sources so that anyone
can develop system by himself/herself with the help of this document. We have tested
major algorithms for evaluating the optimality of given alignment. These algorithms
are representatives of the voxel-based family, i.e. they compute various statistics directly
on the raw image data instead of extracting features from images in order to discover
the optimal alignment from these features. The image preprocessing can be of course
performed but our results prove that it is not necessary in this case — some alignment
evaluation methods handled even very noisy images. We have observed some difficulties
with the mutual information matching method. Mainly with the version that uses the
Parzen-window technique for estimating probabilities.

The time consumption of the entire image mosaicking problem was mainly due to the
registration step. The reason is in the amount of data that must be processed during the
evaluation of every alignment. We have published a table in this thesis which summarizes
our results regarding the optimization of registration step. We compared among align-
ment evaluation methods using either full parameter space search or optimized parameter
space search. The table shows encouraging information. Up to three orders of magnitude
speedup can be achieved by employing the special two level optimization scheme. The
scheme makes use of discovered property of mounting stage.

Finally we have found a satisfactory solution for stitching of images when these are
almost identical. Our solution is fast and accurate in that it preserves the information
contained in the data. That means, for example, that it preserves shapes and colors of
objects. The uniqueness of the stitching method can be considered innovative in this field
since it focuses on where and how the stitching is performed. The output of stream stitch-
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ing algorithm is deemed satisfactory even from the pathological analysis point of view.
However, there is always a place for improvement. The stitch can be meandered through
the regions displaying low mutual difference, along the minimum error path [15]. In this
thesis, it was demonstrated that the stream stitching can be efficient with memory when
composing final large image. In particular, the large image doesn’t have to necessarily fit
into computer memory at the moment.

We used data from the Department of pathological anatomy at Brno Faculty Hospital
— Bohunice. The developed software is still in use there.

The work was also presented at the international conference. The paper, accepted into
the proceedings of this conference, is included in the Appendix.

28



Chapter 5

Acknowledgments and notes

Presented work has been partly supported by the Ministry of Education of Czech Republic
(Grant No. MSM-0021622419).

The software program used free file formats processing libraries [9} [I7]. For that reason
we are obliged to include the following lines:

TIFF library:
Copyright (c) 1988-1997 Sam Leffler
Copyright (c) 1991-1997 Silicon Graphics, Inc.
JFIF JPEG library:
This software is copyright (C) 1991-1998, Thomas G. Lane.

All Rights Reserved except as specified in the README file provided with the Independent
JPEG Group’s software.

In order to be complete with citation of used sources, we must cite [10] for providing
reference to the programming language used. Also cite [I] for reference to IATEX program
that was used for typesetting this document.
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Appendix A

Sample images

In this chapter we will present five images that were used in the chapter See the
captions for more details regarding respective images.

Figure A.1: This is the reference (the left) image. All tests, from the subsection
starting at page were performed on this image data. The examined adjacent image
was to the right of this one so the overlap area is on the right-hand side of this image.
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Figure A.2: This is the registered (the right) image. The overlap is, therefore, located
on the left-hand side of this image. Notice, both reference and registered images are
very similar not only in their overlap. Also the nature of texture as well as contrast and
brightness are almost the same. This is good for voxel-based registration techniques since
there exists nearly perfect match. On the other hand, this is not good for voxel-based
registration techniques since there might be more reasonable alignments.

Figure A.3: This is the registered image that was adjusted to become more brighter in
comparison to the original one. No artificial noise was added.
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Figure A.4: This is the registered image that was adjusted to become less sharp. No
artificial noise added.

Figure A.5: This is again the registered image that is the original image to which a random
noise was added. No brightness or sharpness adjustments.
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Appendix B

Original papers

This chapter contains two published original papers that are reprinted at the end of this
document starting from the following page.

The first paper is entitled “Pofizovani obrazi o velmi vysokém rozliSeni metodou
skladani” and was published in the journal “Cesko-Slovensks patologie a soudn{ lékaistvi”
in 2004 [7]. The paper provides broader information regarding the image mosaicking prob-
lem. Not only the methodology itself is described. Also the context and reasons for doing
this are mentioned as well as ideas that lead us to the decision for doing it exactly this
way. It is written in Czech language.

The second paper is entitled “Mosaicking of High-Resolution Biological Images Ac-
quired from Wide-Field Optical Microscope” and was accepted to the conference proceed-
ings of EMBEC’05 (3rd European Medical & Biological Engineering Conference) in 2005
[19]. This paper focuses on the subject closely. It describes and discusses merely the
registration and the order in which it is conducted. It also contains discussion regarding
the mosaicking of images in a slightly general case.
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Souhrn

P1i ziskavani mikroskopickych obrazt o velmi vysokém rozliseni metodou skladu vysled-
ného obrazu z jednotlivych dild jsme narazili na nékteré problémy. Mezi nimi byla nutnost
refokusace mezi jednotlivymi dilky. S tim souvisely problémy se spojenim obrazti, které
si vzajemné zcela neodpovidaly a oblast spojeni byla zietelnd. Byl vyvinut program pre-
konavajici ne€které problémy pii spojovani obrazovych dilkt, ktery pracuje se vSemi dily
naraz a hleda optiméalni potadi spojeni dild. Jednotlivé dilky spojuje strmym gradientem,
ktery probihd po ndhodné generované krivce. Program dava dobré vysledky i pfi spojeni
obrazll s pozadim ¢i otvory ve snimané tkani. Metoda postupného sniméani a nasledné
montéZze obrazu byla vyuZita i pro sniméni sbirky koznich lymfomu ve spolupraci s Insti-
tutem pro dermatologii Univerzitni nemocnice v Curychu. Takto vznikla digitalni sbirka
je vefejné k dispozici jako kapitola Sesté verze Hypertextového atlasu dermatopatologie
na www.muni.cz/atlases.

Klicovd slova: digitalni mikrofotografie, poc¢itacova analyza obrazu, interaktivni atlas,
dermatopatologie, hypertext

Abstract

In order to acquire microscopic images of very high resolution by composing large images
from individual parts several problems had to be solved. One of them was the necessity
to adjust the focusing level when moving from one part to another. Re-focusing lead to
problems with joininig the image parts, which did not correspond exactly and the area
of image fusion was noticeable. A computer program was developed to overcome these
problems. Our program worked with all the image parts together to find their optimal
order for image fusion. Individual image parts were joined using a steep gradient running
along a randomly generated curve. This method gave good results even in images with
background or holes in the tissue. The method of composing large images from individual
parts was used for digitizing the skin lymphoma collection of the Institute of Dermatology,
University Hospital, Zurich. This collection of digital images is a part of the 6th version
of Hypertext atlas of Dermatopathology at www.muni.cz/atlases.

Keywords: digital microphotography, image analysis, interactive atlas, dermatopathology,
hypertext
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V soucasné dobé se v patologii uplatiiuji metody digitalni mikrofotografie. Jsou to metody,
které znamenaji kvalitativni zménu v mikrofografické dokumentaci a uplatiuji se ve vyuce,
dokumentaci, tvorbé referencnich publikaci, v telepatologii i v samotné diagnostice.

Digitalni mikrofotografie umoziiuje nejen okamzité ziskani obrazt bez zavislosti na vyvola-
vaci laboratofi, ale téz ziskani obrazl o velkém rozliseni, snimani velkych ploch preparatu
i uplatnéni specialnich metod pii digitalnim zpracovani vyslednych snimki (napiiklad
sesazeni obrazi ziskanych pii riznych vinovych délkach pii vizualizaci vysledkia FISH).
K tomu pfistupuje i moznost sdileni a vymény obrazii po pocitacové siti. Lze ocekévat,
Ze tyto metody povedou béhem nékolika let k zadsadnim zménadm v publikovani i vyuce a
ze ovlivni i samotnou diagnostickou préaci (napfiklad moznosti vzdalené konzultace).

Mikrofotografie (at jiz na klasicky film nebo digitalni) m4 limity dané rozliSovaci schop-
nosti. Tyto limity jsou dvoji: médium pro zaznam obrazu (film nebo svétlo¢ivy prvek
kamery) a déle rozliSovaci schopnost optického systému (predev§im objektivu). Kromé
toho se fotograf musi vyrovnat s problémem tloustky snimané tkané v kombinaci s hloub-
kou ostrosti objektivu. Sumace objektt lezicich nad sebou nepfiznivé ovliviiuje kvalitu
snimku, naopak u snimki o velkém rozliseni (malé numerické apertute a tedy malé hloubce
ostrosti) chybéni struktur snimané tkédné miize vadit.

Jiz dlouhou dobu se pouzivaji techniky, které umoznuji néktera z téchto omezeni pre-
klenout, zejména slepovani vyslednych fotografii z jednotlivych dilké. Dilky byly bud
snimany vedle sebe (za ucelem pokryti velkych ploch preparatu) nebo v rtznych fokuso-
vacich rovindch (vysledné montéze mély velkou hloubku ostrosti a umoziiovaly napiiklad
sledovani vlaknitych struktur v silnych fezech).

V soucasné dobé se zacinaji pouzivat metody montéze obrazi, kde systém (mikroskop,
digitalni kamera, skanovaci stil a software) sklada velké obrazy z postupné snimanych
obrazil bézné velikosti. Tato metoda umoziiuje ziskat obrazy o velkém rozliSeni a pfekonat
omezeni dana optikou. Tyto obrazy se daji vyuzit ve vjuce i v diagnostické praxi (2, 3, 7).

V dnesni dobé jsou k dispozici dalsi metody (napt. konfokalni mikroskopie) a déle je
moznost prohlizeni vyslednych snimkti pomoci pocitace. Zobrazovaci software je schopen
nabidnout funkce, které u klasickych tisténych snimkt nejsou k dispozici: pristup k detailu
(zoom), vertikalni proostfovani podobné jako u mikroskopu (s vybérem vhodné fokusovaci
roviny nebo zpracovani proostfeni na zpiisob videosekvence nebo zpracovani a sumace vice
rovin do jednoho snimku). Obrazy o velkém rozliSeni jsou k dispozici na nékterych www
strankach (6, 10), na (5) je mozné i ménit zaostfovaci roviny.

Software dale umoznuje obrazy riznym zptisobem anotovat, t¥idit a rychle vyhledavat.
Lze Tici, Ze dnes jiz vyhody pocitacového zobrazeni histologickych snimkt svou kvalitou i
komfortem predc¢i obrazy tisténé.

Prostiedi Internetu je pro sifeni obrazové informace ideélni (8). V dnesni dobé lze Fici, ze
Internet je dostupny vsude. Rychlost pfenosu a pfistupnost dnes nabyvaji forem, které
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méli autofi atlasu na mysli v dobé, kdy vznikal Internetovy dermatopatologicky atlas
(1996) (4). Nejvétsimi prekazkami v soucasné dobé je pro nasi republiku specificka situace
v cenach a kapacitach pro datovy prenos, dané pozici statem podporovaného dominant-
niho telekomunikac¢niho operatora.

Pro patologii mé obrazova informace zasadni vyznam. Lze predpokladat, ze v kratké dobé
se digitalni mikrofotografie zcela prosadi. V ¢lanku budou popsany nase zkusSenosti se zis-
kavanim obrazi o vysokém rozliSeni pro digitalni dermatopatologicky atlas a diskutovany
nékteré problémy.

Material a metody

Starsi snimky z atlasu byly ziskdny digitalni skanovaci kamerou Leica S1 v rozliSeni
5000x5000 px (obrazovych bodi). Nésledné byly upraveny do vysledné velikosti maxi-
malné 2500 px. Obrazy o vyssi velikosti byly ziskdvany manualnim skladem obrazi v ob-
razovém editoru. V soucasné dobé pouzivame automaticky systém pro snimani obrazl o
vysokém rozliSeni metodou skladu obrazu z jednotlivych dilk.

Snimani obrazi probiha na systému Lucia DI (Laboratory Imaging, Praha), ktery tidi
skanovaci stil (Mérzhduser 2D), digitalni kameru (Nikon DXM 1200) a mikroskop (Leica
DMLB, objektivy HC PlApo 10/0.4, HC PlApo 20/0.7, HCX PlApo 40/0.85 CORR
a HCX PlApo 100/1.35 Oil Imm, pro ptehled i objektivy PL Fluotar 2.5/0.07 a HC
PL Fluotar 5/0.15). Preparaty jsou pfipraveny obvyklou cestou, nicméné pozornost je
vénovana dobrému napnuti fezu a standardni tloustce kryciho skla a montovaciho média.

Obrazy o velkém rozliseni jsou ziskdvany metodou sniméni a nésledného spojeni jednot-
livych dilkt. Systém Lucia DI ¥idi fokusovani pied kazdym zabérem, 3D rekonstrukci
snimkl a ukladani snimkd na disk. Jednotlivé dilky jsou do vysledného obrazu spojeny
zv1&st vyvinutym programem. Nakonec jsou obrazy digitalné zpracovany (barevna ko-
rekce, kontrast, velikost) programem Adobe Photoshop 6.0, anotovany a vlozeny do atlasu.
Ziskané obrazy obsahuji jak prehlednou informaci tak i detail (viz obr. 1).

Problémy pfi snimani obrazu o velkém rozliSeni

Snimaéani a sklad obrazii umoznuje pouzit objektivii o velkém zvétseni i pro snimani velkych
ploch preparatu. Tyto objektivy maji velkou numerickou aperturu a tudiz malou hloubku
ostrosti. Neni mozné nastavit rovinu skanovaciho stolu dostatecné presné tak, aby snimani
probéhlo v jedné fokusovaci roviné. Idealné rovné neni ani podlozni sklo ani vlastni tkan.
Snimand plocha pfi pouziti objektivu 40x a skladu 10x10 dilka je priblizné 4x3mm
(dilek 1200x 1000 px). Pfitom vertikdlni posun objektivu o 0.5 um ma jiz zdsadni vliv na
ostrost obrazu.
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Je proto nutné, aby pred kazdym snimanym obrazem systém zaostfil. Systém Lucia DI
mé moznost fokusovani pomoci software (systém snimé vice rovin a vyhodnocuje tu nej-
vhodnéjsi na zékladé analyzy obrazu). Tento postup se ukédzal jako dostacujici.

Zasadni vliv pro kvalitu vysledného spojeni méa korekce obrazovych dilkt s ohledem na
homogenitu pozadi. Systém Lucia DI umoznuje sejmutim nékolika zornych poli bez ob-
razu sestavit referencéni obraz pozadi a vliv nehomogenniho osvétleni odstranit (shading
correction). Tato funkce se ovSem uplatni i pfi snimani klasickych digitalnich snimki.

Testovali jsme také vliv 3D rekonstrukce na kvalitu vysledného snimku. Zkouseli jsme
kazdy dilek obrazu sejmout v nékolika rovinach (typicky 3 nebo 5) a provést pro kazdy
dilek obrazu rekonstrukei (v podstaté tak vznikd montéz ostrych ¢asti obrazu z riznych
snimanych rovin). Funkce pro 3D rekonstrukei je souc¢ésti systému Lucia DI (obr. 2). Tento
postup se osvédcil pro obrazy snimané mensim zvétSenim (objektiv 20x), pro objektiv
40x nebyl vétsinou nutny a pfi snimcich imerznim objektivem nékdy selhéval a nékdy se
objevily ve vysledném obraze artefakty (svétlejsi kontury kolem nékterych ¢asti jader).
Nevyhodou je zna¢nd ¢asovd naro¢nost procesu (snimani jednoho obrazového dilu ve vice
rovinach trva cca 70 s, obraz 20x20 se tedy snimé fadu hodin).

Problémy pti skladani obrazt

Jednotlivé ¢asti obrazt jsou snimany s mirnym (5%) pfekryvem. Obrazova informace
z oblasti pfekryvu je pouzita pro pfesné stanoveni vzajemné polohy dilkd obrazu pted ko-
necnym spojenim vzajemnym prolnutim. Dokonalé spojeni je teoreticky mozné jen tehdy,
pokud si okrajové oblasti dilkdl pfesné odpovidaji. Vzhledem k tomu, Ze mezi snimanim
jednotlivych dilki je nutno preostfit, oblasti se 1isi a dokonalé spojeni neni mozné. Dalsi
skupina problému souvisi s postupnym nartstanim obrazu, kdy je nové nasnimany dilek
napojen na predchozi. Pokud oblast prekryvu neobsahuje dostatek informace pro presné
spojeni (napfiklad je snimano pozadi), potom je mozné dilek napojit jen na zékladé in-
formace z kalibrace skanovaciho stolu, coZ neni zcela presné. Pro spojeni nekontrastnich
oblasti obrazu nebo pozadi tato nepresnost nevadi. Pokud se vSsak meandr snimani vrati
zpét do tkané, nepresna poloha dilki miize branit presnému spojeni nového dilku s dilkem
predeslym a zaroven s dilky pfedchozi fady.

7 téchto dtvodi byl sestaven program, ktery pracuje s jiz nasnimanymi a na disk uloze-
nymi dilky obrazu (9). Tento program vyhodnocuje obrazovou informaci v pfekryvnych
oblastech, hleda polohu jednotlivych dilkti a zaroven i potadi, v jakém se maji dilky spo-
jovat (obrazové hrany s dobrym kontrastem napied, hrany s pozadim nakonec).

Spojovani pfedem potizenych obrazka probihé ve trech krocich. V prvnim kroku jsou nej-
prve nac¢teny okraje (také nazyvany jako hrany) vSech spojovanych obrazki, prekonverto-
vany do Sedoténni stupnice (8 bitl na pixel), ulozeny do paméti a nasledné ohodnoceny.
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Ohodnoceni mé vyjadrit vhodnost hrany k hledani spravného prelozeni obou sousednich
obrazki. Jako mira vhodnosti se osvédcila suma absolutnich hodnot rozdild jasd soused-
nich pixeli.

Druhym krokem je nalezeni tzv. vektorti posunuti (1), které definuji polohu dilki ve
vysledném obraze. Obrazky spole¢né s ohodnocenim jejich hran lze chapat jako graf, kde
vrcholy jsou pravé obrazky. Poradi hledani vektori posunuti je pofadi, v jakém zpracovava
vrcholy Primtv algoritmus hledani maximalni kostry s tim, Zze zacatek je v obréazku,
ktery mé maximalni soucet ohodnoceni vSech jeho hran (¢ili poskytuje nejvice informace
k pfipojeni jeho sousedi).

Pokud nelze spolehlivé stanovit polohu daného dilku, pouZzije se implicitni vektor ziskany
z dobre definovanych obrazovych hran. Vyuziva se toho, ze pouzity skanovaci stil je velmi
pfesny (nalezené vektory posunuti u jednoho slozeni se vétsinou lisi maximalné o 3 pixely
v kazdé soutadnici). Typické pouziti implicitnich vektor posunuti je pfipojeni obrazki,
které obsahuji v hrané spojeni vyhradné pozadi.

Vyhledéavani vhodného vektoru posunuti je provadéno jako uplné prohleddvani definic-
niho oboru obou soutadnic; kazdy vektor je opét ohodnocen. Hleda se vektor, ktery reali-
zuje globalni extrém (vétsinou maximum). Ohodnocovani vektort popisuje, jak dobré by
bylo napojeni obou obrazka pravé pii tomto vektoru. Byla testovana ruzna kriteria (11):
Stochastic Sign Change, Sum of Absolute Valued Differences, Normalized Correlation
Coefficient a Mutual Information.

Byla implementovana tzv. n-krokova optimalizace (hleda se extrém pres kazdy n-ty vektor,
v okoli extrému pres kazdy n/2-ty vektor, atp.). Velké urychleni je dosazeno uz pro n = 4
(na procesorech s frekvenci okolo 1,5 GHz pak trvéa jedna hrana pfiblizné jednu vtefinu),
isp&sné odzkouseny byly i hodnoty n = 8 nebo n = 12. Cim vét§i hodnota n, tim vetsi
pravdépodobnost nenalezeni spravného vektoru posunuti.

Poslednim krokem procesu sklddani je spojeni vsech obrazkt v jeden. Jako dobré skryti
prechodu mezi obrazky se osvédéilo prolnuti jednoho v druhy na tzkém pésu (okolo 20
pixelti), ktery probihd a ndhodné se pfitom klikati spole¢nou oblasti pfekryvu obou ob-
razki (obr. 3). Obrazky se k sobé piikladaji zptisobem zleva doprava a shora dolt. Vzdy se
znovu z disku nacte cely fadek matice obrazki, slozi se v jeden celek a ten je cely pfipojen
k dalsimu radku. Proces se dobie vyrovnava s pozadim i s dérami uvniti preparatu.
Program je psany v jazyce C++ (pfedev§im pro OS Linux) a pracuje neinteraktivné, ma
siroké moznosti konfigurovatelnosti. Naroky na operacni pamét jsou velmi malé.

Timto zpisobem je mozné snimat obrazy znacnych velikosti (teoreticky bez omezeni). Pfi
velikosti dilku 1200x1000 px a poctu dilki az 25x20 dosahuji vysledné obrazy velikosti
pres 1 GB (tiff). Tyto obrazy jsou dale zpracovany (barevna korekce, tiprava kontrastu,

zaostieni), zmenseny a archivovany. Po pfevedeni do formatu jpeg (JFIF) jsou popsany,
anotovany a vkladany do atlasu.
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Popsany postup byl pouzit pro digitalizaci ¢asti sbirky koznich lymfomt Dermatologic-
kého institutu Univerzitni nemocnice v Curychu. Lymfomy jsou snimany ve zvétSeni 20 %,
40x 1 100x. Vzhledem k tomu, ze literatury o koznich lymfomech neni mnoho, predpokla-
dame, ze verejné dostupna sbirka asi 150 obraz doprovazend stru¢nou textovou informaci
prispéje k lepsi orientaci v této problematice.

ZAaveér

Velkoplosné sniméani histologickych preparatt vyzaduje adaptivni sledovani roviny fokusu.
Byly popsény vlastnosti programu, ktery spojuje jednotlivé dily obrazu pres problémy
vzniklé zménou roviny ostrosti mezi jednotlivymi dilky. Metodika je uplatnéna pfi sniméani
nové kapitoly o koznich lymfomech i novych obrazi v Internetovém atlasu (www.muni.
cz/atlases).
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Obrazek 2:
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Obrazek 3:
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Legenda k obrazku 1
Celkovy prehled i detail v jednom obraze (pagetoidni retikuléza, 100x).

Legenda k obrazku 2

Srovnani detailu obrazii, pofizenych prostym sejmutim (100x imm.) (vlevo) a rekonstrukci
z nékolika rovin zaostieni (vpravo). U rekonstruovaného obrazu je misty patrny detail,
ktery u prostého obrazu byl mimo fokus.

Legenda k obrazku 3

Dva dilky obrazu pfed slozenim (40x). Dilky byly ziskdny prostym sejmutim. Protoze
doslo k pfeostfeni, prekryvné oblast pravého dilku je mimo ideélni rovinu fokusu. Snimek
je spojen prolnutim po nepravidelné probihajici kiivce.
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MOSAICKING
ACQUIRED

OF HIGH-
F

F RESOLUTION BIOMEDICAL IMAGES
ROM WIDE-FIELD OPTICAL MICROSCOPE
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Abstract: Large 2D high-resolution color images were
acquired from wide-field optical microscope. The
specimen was from the field of pathology of tissues.
Each large image was obtained by stitching from a
grid of smaller images. Separate acquisitions required
registration and stitching of adjacent images. The
novel use of special order for registration allows for
easy processing of images with solely background.
The order is determined from graph representation
based on the grid. In this way, a reliable registration
confidence test could be provided. The final large im-
age was composed by stream stitching process because
of imposed memory limitations. The stitches between
adjacent images themselves were hidden by meander-
ing technique. The methodology is described and sev-
eral aspects are discussed in this paper. Our experi-
ence, gained from practical application of our system
in the department of tissue pathology, supports the
claim that the system is robust, fast and accurate.

Introduction

Digital microphotography becomes more and more pop-
ular in pathology of tissues. One of few enhancements
we gain from transition into digital world is the possibil-
ity to acquirelarge 2D images at high resolution. Such

the imperfection of optics, the overlaps of adjacent fields
were not exactly identical and some smoothing had to be
performed while stitching fields.

The registration was even more complicated because
of the structure of specimen. There were fields displaying
solely background due to a hole in the specimen or non-
convex shape of it. Determining the correct alignment of
such fields is hardly possible even for operating personal.

Last, but not least, constraint required a really large
mosaicked image (e.g. more than 1GB) to be created us-
ing a computer with much less of physical memory (e.g.
0.5GB).

Materials and Methods

The specimen samples were mounted on a 2D moving
stage (Marzhauser, Germany) and acquired with CCD
Nikon DXM 1200 camera (Nikon, USA), microscope Le-
ica DMLB (Leica, Germany) with 10x to 100x objectives
(lens HC PIApo 10/0.4, HC PIApo 20/0.7, HCX PIApo
40/0.85 CORR and HCX PIApo 100/1.35 Oil Imm). The
system is driven by Lucia DI software (Laboratory Imag-
ing, Czech Republic). Fields, comprising a grid, are ac-
quired row by row, each odd row from left to right while
each even row from right to left — a meandering scan.
Lucia DI software refocused at each particular field.

big images can be annotated and stored into a databaseSometimes to get a sharp picture, a stack of images was
as reference images. High-detailed reference images can acquired in which each image was focused at different

be used, for instance, when examining another data, for
teaching purposes or even in tele-pathology.

We were acquiring high-resolution 2D color images
from optical microscope by composing smaller images
(fields) of specimen. This solution enables us to acquire
every field at the limits of given optical setup, namely
at high magnification and resolution possible. The fields
were arranged into an orthogonal grid spreading over the
entire region of interest of a given specimen.

Nevertheless, high lateral resolution of attached CCD
camera is better than the resolution of the movement of
mounting stage. This and the mechanical matter of step-
per motors implies that the lateral movement of specimen
is not described sufficiently at the resolution of fields (im-
ages). Adjacent fields were therefore acquired with small
overlap providing information for correct alignment of
fields.

Another issues stem from the thickness of specimen
and from the almost-perpendicularity of specimen plane.
The system had to refocus on every field. Due to this and
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distance. Montage from focused parts of images from 3D
stack was conducted resulting in 2D sharp field.

Thus, grid coordinate of each field was known. All
fields had the same dimension, typically 123972 pix-
els, and all were in 24-bit colors. Adjacent fields were
acquired with overlap, typically 5-10 percent of the field
dimensions.

After the acquisition, all fields were stored into sep-
arate files and ready for further three-step processing.
The goal was to determine a good order for processing
of fields as well as to register adjacent fields resulting in
global pixel coordinates attached to every field. Coordi-
nates were then used in the final third step where sort of
stream stitching process was creating final large image.

Let us denote a sémto be the set of all fields and
Sur|i], i € Im, to be the set of all adjacent fields, i.e. fields
that are, if they exist, to the left, top, right and bottom
relative to the given field. A set of pixel coordinates, in
the coordinate system of fieid of a part corresponding
to overlap between fieldsandj is designated agart;_, ;.



Coordinates of the most right pixel line and the most bot-
tom pixel line are excluded from the set for the sake of
equation (2). Pixel value of field at coordinate(x,y)
will be pi(x,y).

Boundaryparts of every field were converted into 8-
bit grayscale and stored into computer memorypaht
is actually an edge of a boundary frame of an image. It
is slightly wider than the overlap that was used during
acquisition of individual fields. It was expected that every
part contained the real overlap. Some parts are outlined
in Figure 1 by dashed lines.

i€Im

T T
I I
1 1
} J € Surli] }
I I
I I
I I
I I
I I

Figure 1: Parts and possible alignments

The registration order is established from weighted
graph representatiofim,Mes) of the grid. Vertices of
the grid are fields themselves, the ket Edges are just
between two adjacent vertices (fields). The weight of ev-
ery edge is described yes|i < j],Vi € Im,Vj € Sur[i].
Modified Prim algorithm for finding maximum spanning
tree is used, Figure 2. It is the order, in which fields are

(1) forVi € ImdoPr[i] := 0 andval[i] ;= —c0

(2) I" == maXeim (3 jesur Mesli < j])
(3) while3i € Im: Pr[i] =0do

(4) forVje surli']: Pr[j] =0AVal[j] < Mesfi < j]
doVal[j] := Mesi < j]

(5) Pr[i'] :=1, PRINT()

© = ma)ﬁelm:Pr[i]:O(VaI [i])

(7) end while

Figure 2: Modified Prim algorithm

printed in the given algorithm (step (5)), that is used for
fields registration and computation of global pixel coor-
dinates. The weight is given by equations (1) and (2):

Mesfi < j] = Mesfi — j]+Mes[j —i], (1)
Mesi—jl= %  [p(xy)—pi(x+1y)l+
(xy)€part;_.j
> Ipxy) = pi(xy+1)[. @
(xy)eparti_,j

The correct alignment of two adjacent fields was
established by voxel-based registration methods [1, 2].
These methods test all reasonable alignmentsXtkey
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area in Figure 1, and evaluate each of them. The best
alignment should have the highest evaluation. In our im-
plementation, the search for translation of corresponding
parts was just enough. The result of registration was a
two-elements vector, thick arrow in Figure 1, estimating
the best alignment of two adjacent fields.

Two default vectors were maintained, one for hori-
zontal and one for vertical alignments. The very first reg-
istration in given direction determined the default vector
for that direction. Every consecutive successful registra-
tion in the same direction improved the respective default
vector. Improvement was done via re-averaging so far
computed successful registration vectors in given direc-
tion. Registration was considered successful whenever
the found registration vector did not differ more than 10
pixels from default vector in some of its elements. Oth-
erwise, the found vector was ignored, default vector was
supplied and no improvement was calculated.

Searching the alignment space was reduced by two
optimization techniques. The very first search in given
direction was improved using-step optimization tech-
nigue. First, this technique tests evanth alignment
among all from those X x Y. Then, it searches every
(n/2)-th alignment in an x n surroundings of the, so far,
highest evaluated alignment. The last step repeats with
n:=n/2 and ends when = 1. After the default vec-
tor for given direction was established, every consecutive
search was optimized using gradient ascend technique. In
this case, the search starts with the default vector. Neigh-
boring vectors are examined and the highest one is se-
lected for the next iteration. The iteration stops whenever
no better alignment is around.

Global coordinates of the top left corner of every
field i € Im were determined immediately when align-
ment vectors betweerand allj € Sur[i] were computed.
The global coordinaté0, 0) was in the top left corner of
the fieldi’ determined in the step (2). The modified Prim
algorithm (Figure 2) ensures the property that whenever
global coordinate of is being computed, there exists at
least one field fronBur|i] that has its global coordinate
already established allowing to set the global coordinate
of i in this way.

Global coordinates of every top left corner were used
when creating final large image. The original 24-bit color
images (fields) were loaded into memory from a given
grid line and stitched together according to associated
global coordinates. The first two grid lines were assem-
bled separately and stitched together. Then, as much as
possible pixel lines were stored into the output image file
(and removed from memory). The third grid line was as-
sembled and stitched with the rest of the first two grid
lines. The process was repeated by storing as much pixel
lines as possible and proceeding with next grid line until
all grid lines are processed.

A smooth transition within an overlap was utilized.
Horizontal transition between fields occurred when as-
sembling a grid line and vertical transition occurred when
stitching two grid lines. Transition was implemented as



weighted sum of both intensities of corresponding pix-
els. The weights were controlled by two continuous func-
tions: one was smoothly lowering influence of image data
while another was raising influence of the counterpart im-
age data.

Results

We have tested five registration methods, namely the
stochastic sign change (SSC), the sum of absolute valued
differences (SAVD) [1], the normalized cross-correlation
coefficient (NCC) [1, 3, 4], the correlation ratio (CR)
[5, 6] and mutual information [7, 8]. Two versions for
estimation of underlying pixel intensity probability den-
sities in mutual information method were tested: estima-
tion from joint histogram (Mlh) [9] and estimation us-
ing Parzen estimator (MP) [10]. The time consumption

of tested registration techniques is presented in Table 1
where each value (time) is for the same particular regis-
tration. The last column was measured on different regis-
tration in the same grid since the used default vector was
the result from previous columns.

Table 1: Speed comparison of registration techniques
Entire | 4-step | 8-step | 16-step|Gradien
search| tech. tech. tech. | ascend

SSC | 553233 3.3723 1.0273 0.4653 0.0315

SAVD| 447463 27013 0.8213 0.3693 0.036

NCC | 635683 3.9955 1.2153 0.5463 0.050

CR | 745943 47463 14413 0.6483 0.0603

MI_h 11215673 7.8355 2.2963 0.9903 0.0855

MI_P 18739253 56.4603 154685 5.3843 0.3523

The most important observations were, perhaps, the
robustness of voxel-based registration methods and the
movement behavior of the mounting stage. Tested reg-
istration methods proved that it is enough to search on
just grayscaled data for correct alignment. This intro-
duced big memory savings since parts could have been
stored in just grayscale. Furthermore, all methods except
MI _P exhibited smooth evaluation of alignments and per-
formed equally well under normal circumstances. The
smoothness is illustrated in Figure 3 wharandy axes
constitute a region in a plane of evaluated translational
vectors. Each vector represents unique alignment. The
vertical axis describes the evaluation. Domain of tested
alignments is demonstrated in Figure 1, where the regis-
tration of adjacent fields in a grid row is outlined, in the
gray area. Using the notation from both figures it holds
(x,y) € X xY. TheRx Y area was excluded from evalu-
ation. In this particular example of Figure 3 the overlap
was set to 7%. Thus, itwaX: = (0,76), R=(77,86) and
Y = (—68,68). The smoothness enabled us to make use
of optimization techniques which introduced acceleration
that can be seen in Table 1.
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Figure 3: Alignment evaluation

The observed distribution of translational vectors in
given direction resembled normal distribution. This was
in agreement with expected behavior of moving stage be-
cause the controlling software always made it move by
exactly the same number of distance units. Small fluctua-
tions about mean value are due to better lateral resolution
of the optical setup. The aim of default vector, for the
direction under consideration, was to estimate the mean
value of the stage. This reasoning enabled us to use the
default vector as a starting alignment for gradient ascend
optimization technique which, in fact, only refined the
registration for given situation.

The robustness of registration technique and the de-
fault vectors provided the solution for detection of regis-
tration failures. It occurred, from time to time, that regis-
tration of two adjacent fields failed. Typically, the back-
ground formed more than two-thirds of overlap or there
were at least two equally probable alignments — graphs,
as those in Figure 3, contained more than two peaks. The
deviation from expected behavior was detected using de-
fault vector as described in the previous section.

The registration order was very important because of
default vectors estimation. We were successful with mod-
ified Prim algorithm, Figure 2, which builds a maximum
spanning tree on the most robust edges — robust from
the registration point of view. The robustness was in-
dicated by the measure given by equations (1) and (2).
The proposed measure emphasized overlaps with non-
constant texture that displayed some edges (i.e. structure)
which, in turn, was expected to guide the registration pro-
cess. Especially, the measure was low for overlaps with
background only. The ordering for highly-scattered non-
convex specimen acquired using a grid ofx10 fields
is demonstrated in Figure 4. Every field is designated by
its field coordinate and its number according to registra-
tion order. Fields, with its coordinate depicted in a frame,
were among thirty fields that had its global coordinates
established first.

A transition smoothing was performed when stitching
adjacent fields. Since the overlap data were not strictly
identical, a simple overlay of, say, left field over right
field was not satisfactory. Notice the right-hand side of
Figure 5A where the overlay is noticeable. The direction
of transition is horizontal in Figure 5. Also note that the
overlay can be implemented as weighted sum with one
weight function constant at value 1 and another weight
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Figure 4: Mosaicked image and the registration order

function constant at value 0. A slightly better adjustment
of weights represented the linear weight function ranging
from 1 to O and from O to 1, respectively, over the en-
tire overlap. Pitfall of such smooth transition is visible
in the middle vertical stripe of overlap in Figure 5B. A
kind of blurring is visible there due to similar values of
both weight functions and due to data shift induced by
non-identical overlap data. We got better outcome by us-
ing quadratic or even biquadratic weight functions (rang-
ing again from 1 to 0 and vice versa), Figure 5C. Such
weights performed more rapid and yet smooth transition
making the blurred stripe narrower thus less noticeable.
A “zig-zag” technique further improved the outcome of
polynomial weights by narrowing the transition stripe, in
our implementation to 20 pixels, and by letting it to me-
ander along the axis perpendicular to transition direction.
Result of this technique is shown in Figure 5D. Visual-
ization of meandering transition stripe is in Figure 5E.

The stream stitching of fields was selected because
of memory constraint. It also holds a pleasant property,
from the implementation point of view, enabling to al-
ways stitch along the whole edge of adjacent fields or ad-
jacent assembled grid lines. Furthermore, this property
also determines the minimum memory requirement. The
memory subsystem must be able to store at least two grid
lines of entire input 24-bit color images (fields). Depend-
ing on image dimensions and the size of overlap, this re-
quirement was more demanding than the requirement to
store, at the moment, all 8-bit grayscale parts from all
fields in a memory subsystem.

Discussion

The nature of pathological specimen, which typically dis-

plays some tissue, predetermines the voxel-based regis-
tration methods. Tissues hardly ever contain some spe-

Figure 5: Demonstration of few transition techniques

fields. Consequently, the feature-based registration tech-
niques are out of question.

Voxel-based techniques proved to handle images of
tissues well. Unfortunately, the search through the pa-
rameter space is really time demanding. Even in spite of
the fact that we search only for translational vectors (i.e.
two dimensional space). In our particular experiments the
evaluation of alignments behaved well which enabled us
to use optimization technigues. In this way, we were able
to outweight the time consumption and gain a really fast
implementation.

However, in general case, we cannot be confident of
the shape of the alignment evaluation of an arbitrary data
without any prior analysis. An example of a shape of an
evaluation is in Figure 3. Moreover, the Gaussian prop-
erty of moving stage cannot be expected in advance ei-
ther. In such situations we always have to search the en-
tire registration parameter space. If the shape of evalua-
tion is smooth then we may use thestep optimization
technique to speed up the registration process since it is
quite a general optimization technique (it resembles clas-
sical pyramidal approach to search for global extrema). A
huge speed up can be gained even for smale.n = 4,
while the base diameter of peak is usually larger than ba-
sic step. Still, we may remain helpless without the Gaus-
sian property of moving stage — for instance, when the
shape of evaluation is not unimodal.

The Gaussian property of moving stage allowed us
to handle fields where registration was not clear. We
tested the reliability of registration by computing de-
viation from default vector which estimated the mean
movement of moving stage for that particular direction.
This solution worked well. We could have used weights
from described graph representation to detect potential

cific features that can be extracted. Furthermore, these registration-failure fields instead. But we would still have

features should be present within overlaps of all adjacent
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to decide what to do with such fields, how to determine



the global coordinates. In our approach the default vec-
tors become handy in such situations. We also believe,
though we have not tested, that detection of successful
registration by deviation from default vector is more pow-
erful since it is not based directly on specific image data.
In fact, the detection of failure is based on the behavior
of registration.

The order establishment is crucial for setting the de-
fault translational vectors. In our implementation the re-
sponsibility is on the measure given by equations (1) and
(2). The measure should represent the applicability of
given overlap to image registration procedure. The higher
the measure is the more information the part poses which
is expected to be better for registration methods. The
adjacent fields with background in their overlap are less
weighted than fields with tissue in overlap since the back-
ground is expected to be more uniform. The texture of
background is more solid with a few noticeable pixel in-
tensities changes in comparison to texture of arbitrary tis-
sue.

The aim of transition was to preserve the original in-
formation as much as possible. The stitching process left
original data untouched and moved into adjacent image
data as fast as possible. A small area of entire overlap was
computed from both image data which typically resulted
in a decent blur. We've adopted this solution because of
streaming nature of final large image composition which,
again, enabled us to work with whole field’s edge or as-
sembled grid line.

Conclusions

We have described a software solution for obtaining large
2D color images in high-resolution microscopy. For this
purpose we developed a special program which can run
very fast while still accurate as much as possible. The
entire system can efficiently make use of digital micro-
scope and an ordinary personal computer for acquiring
large-scale high-resolution color images of pathological
specimen.

However, the presented methodology doesn't have to
work on general image mosaicking problem satisfacto-
rily. For example, we are expecting the orthogonal grid
of fields, which may pose a strong requirement in gen-
eral, although it is quite natural in microscopy. The se-
lection and processing order of techniques was focused
on microscopy of tissues. The parameters of techniques
were tuned for particular optical setup. We tried to dis-
cuss some aspects of our solution and suggest what to do
when some of expected constraints are not met.

The system is still in use in The Faculty Hospital Brno
in combination with Lucia DI software. The mosaicking
process itself works fully automatic on several different
kinds of tissue. The registration in combination with de-
fault vectors computes global coordinates well in respect
to the stitching. The smoothed transition was not deemed
harming by pathologists. The stitching process, as de-
scribed, didn’t produce any artifacts that could violate the
analysis.
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