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Abstract

This Ph.D. thesis concerns the problem of indexing techniques for
searching in metric spaces. We propose two novel index struc-
tures for similarity queries, we have compared them with other ap-
proaches and executed numerous experiments to verify their prop-
erties.

In order to speedup retrieval in large data collections, index struc-
tures partition the data into subsets so that query requests can be
evaluated without examining the entire collection. As the complexity
of modern data types grows, metric spaces have become a popular
paradigm for similarity retrieval. We propose a new index structure,
called D-Index, that combines a novel clustering technique and the
pivot-based distance searching strategy to speed up execution of sim-
ilarity range and nearest neighbor queries for large files with objects
stored in disk memories. We have qualitatively analyzed D-Index
and verified its properties on actual implementation. We have also
compared D-Index with other index structures and demonstrated its
superiority on several real-life data sets. Contrary to tree organi-
zations, the D-Index structure is suitable for dynamic environments
with a high rate of delete/insert operations.

In the next part, we analyze the problem of similarity join which
are often applied in many areas, such as data cleaning or copy de-
tection. Though this approach is not able to eliminate the intrinsic
quadratic complexity of similarity joins, significant performance im-
provements are confirmed by experiments.

Supervisor: prof. Ing. Pavel Zezula, CSc.
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Chapter 1

Introduction

Searching has always been one of the most prominent data process-
ing operations because of its useful purpose of delivering required
information efficiently. However, exact match retrieval, typical for
traditional databases, is not sufficient or feasible for data types of
present digital age, that is image databases, text documents, audio
and video collections, DNA or protein sequences, to name a few.
What seems to be more useful, if not necessary, is to base the search
paradigm on a form of proximity, similarity, or dissimilarity of a query
and data objects. Roughly speaking, objects that are close to a given
query object form the query response set. The similarity is often
measured by a certain distance function. In this place, the notion of
mathematical metric space [56] provides a useful abstraction for the
nearness.

For illustration, consider the text data as the most common data
type used in information retrieval. Since text is typically represented
as a character string, pairs of strings can be compared and the exact
match decided. However, the longer the strings are the less signifi-
cant the exact match is: the text strings can contain errors of any kind
and even the correct strings may have small differences. According
to [60], text typically contains about 2% of typing and spelling er-
rors. This gives a motivation for a search allowing errors, or similarity
search.

Consider a database of sentences for which translations to other
languages are known. When a sentence is to be translated, such a
database can suggest a possible translation provided the sentence
or its close approximation already exists in the database. For two
strings of length n and m available in main memory, there are several
dynamic programming algorithms to compute the edit distance of
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1. INTRODUCTION

the strings in O(nm) time. Refer to [68] for an excellent overview of
the work and additional references.

In some applications, the metric space turns out to be of a partic-
ular type called vector space, where the elements consist of k coor-
dinates (often termed feature vectors). For example, images are often
represented by color and shape histograms [38, 48], typically con-
sisting of 64 or 256 values. A lot of work[29, 6, 7, 47, 76, 10] have
been done on vector spaces by exploiting their geometric proper-
ties. However, index and search techniques for vector spaces usually
work well only for low-dimensional spaces. Even indexing methods
specifically designed for higher dimensions (the X-tree [10], LSDh-
tree [50], and hybrid-tree [18]) typically stop being efficient, i.e. ac-
cessing nearly all objects, when the dimensionality exceeds twenty.
Moreover, approaches to vector spaces cannot be extended to gen-
eral metric spaces where the only available information is the dis-
tance among objects. In this general case, furthermore, the distance
function is normally quite expensive to evaluate (e.g. the edit dis-
tance), thus, the general objective is to reduce the number of distance
computations. On the contrary, the operations performed in vector
spaces tend to be simple and hence the goal is to diminish I/O. Un-
fortunately, some applications have difficulties in transforming their
problems to vector spaces. For this reason, several authors resort to
general metric spaces.

Several storage structures, such as [87, 14, 25, 13], have been de-
signed to support efficient similarity search execution over large col-
lections of metric data where only a distance measure for pairs of
objects is possible to quantify. However, the performance is still not
satisfactory and further investigation is needed. Though all of the
indexes are trees, many tree branches have to be traversed to solve
a query, because similarity queries are basically range queries that
typically cover data from several tree nodes or some other content-
specific partitions. In principle, if many data partitions need to be
accessed for a query region, they are not contrasted enough and such
partitioning is not useful from the search point of view.

In general, there are two common principles to index a data set.
The former is based on trees, where a tree structure is built and ob-
jects of the data set are accommodated either in leaves only or both in
internal nodes and leaves. At the query time, the tree is traversed and
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1. INTRODUCTION

the result set is constructed. The latter concerns direct access struc-
tures – hashing. This Ph.D. thesis concentrates on applying hashing
principles in metric spaces. As the result, a novel access structure the
D-Index has been developed.

The development of Internet services often requires an integra-
tion of heterogeneous sources of data. Such sources are typically
unstructured whereas the intended services often require structured
data. The main challenge is to provide consistent and error-free data,
which implies the data cleaning, typically implemented by a sort of
similarity join. In order to perform such tasks, similarity rules are
specified to decide whether specific pieces of data may actually be
the same things or not. However, when the database is large, the
data cleaning can take a long time, so the processing time (or the
performance) is the most critical factor that can only be reduced by
means of convenient similarity search indexes. Since the similarity
join queries are not efficiently implemented by existing metric index
structures we have focused on this type of queries and extended the
D-Index to support such queries, which is the second major contri-
bution of this work.

This thesis is organized as follows. Chapter 2 embraces back-
ground and definitions of similarity searching in metric spaces. In
Chapter 3, we provide a survey of existing index structures for met-
ric spaces. We categorize methods into four categories: ball partition-
ing based, hyperplane partitioning based methods, distance matrix
methods, and mapping-based approaches. In the next stage, we pro-
pose a novel access structure called D-Index that synergistically com-
bines the clustering technique and the pivot-based distance search-
ing methods into one system. It supports disk memories, thus, it
is able to handle large archives. It also provides easy insertion and
bounded search costs for range queries with radius up to ρ. Next, we
experimentally evaluate properties of the D-Index and compare with
other techniques which also supports a disk storage. In chapter 6, we
focus on the problem of similarity joins and propose an extension of
the D-Index, called eD-Index. Then, we provide a deep evaluation
of the eD-Index. We conclude in Chapter 8 and outline the future
research directions.

13





Chapter 2

Background

In this chapter, we provide the reader with necessities for under-
standing of similarity searching in metric spaces. We also present
possible types of similarity queries used in information retrieval and
give examples of such queries. Finally, we define selected metric dis-
tance functions.

2.1 Metric Spaces

A metric space M is defined as a pair M = (D, d). The set D denotes
the domain (universe) of valid objects (elements, points) of the metric
space. A finite subset X of the domain D, X ⊆ D, is the set of objects
where we search. X is usually called the database. The function

d : D ×D 7→ �

denotes a measure of distance between objects. The smaller the dis-
tance is the closer or more similar the objects are. The distance func-
tion is metric [56, 45] and satisfies following properties:

• ∀x, y ∈ D, d(x, y) ≥ 0

• ∀x, y ∈ D, d(x, y) = d(y, x)

• ∀x, y ∈ D, x = y ⇔ d(x, y) = 0

• ∀x, y, z ∈ D, d(x, z) ≤ d(x, y) + d(y, z)

Some authors may call metric as metric function. There are
some variations of the metric, which satisfy weaker or stronger

15



2. BACKGROUND

conditions. Before we introduce them we decompose some prop-
erties of metric to simplify characterizations of metric variations:

(p1) ∀x, y ∈ D, d(x, y) ≥ 0 non-negativity,

(p2) ∀x, y ∈ D, d(x, y) = d(y, x) symmetry,

(p3) ∀x ∈ D, d(x, x) = 0 reflexivity,

(p4) ∀x, y ∈ D, x 6= y ⇒ d(x, y) > 0 positiveness,

(p5) ∀x, y, z ∈ D, d(x, z) ≤ d(x, y) + d(y, z) triangle inequality.

If the distance function does not satisfy the positiveness property
(p4) then the function is called pseudo-metric. We do not consider
pseudo-metric functions in this work since we can adapt them by
identifying all the objects at distance zero as a single object. Such the
transformation is correct: if the triangle inequality (p5) holds we can
prove that d(x, y) = 0 ⇒ ∀z ∈ D, d(x, z) = d(y, z). Specifically, by
combining the following triangle inequalities

d(x, z) ≤ d(x, y) + d(y, z),

d(y, z) ≤ d(x, y) + d(x, z)

and assuming d(x, y) = 0, we get the desired formula. If the sym-
metry property (p2) does not hold we talk about a quasi-metric. For
instance, the objects are places in a city and the distance corresponds
to distance traveled by car from one place to another. The exis-
tence of one-way streets implies the asymmetric behavior of such
the distance function. There are techniques to make these distances
symmetric from the asymmetric ones, for example, dsym(x, y) =
dasym(x, y) + dasym(y, x). Some metrics satisfy a stronger version of
the triangle inequality:

∀x, y, z ∈ D, d(x, z) ≤ max{d(x, y), d(y, z)}.

These metrics are called super-metrics or ultra-metrics and are indeed
metrics. An equivalent condition is that every triangle has at least
two equal sides.
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2. BACKGROUND

In the rest of this thesis, we refer to a metric function as the dis-
tance function or, shortly, the distance. We also assume that the max-
imum distance never exceeds d+, thus we consider a bounded metric
space.

2.2 Distance Functions

In this stage, we provide some examples of distance functions, which
can be applied on various types of data. Distance functions are often
tailored to a specific application or to a domain of possible appli-
cations. Thus, the distance is specified by an expert, however, the
definition of distance function is not restricted to any type of queries
that can be asked.

In general, distance functions can be divided into two groups
with regards to the returned value:

• discrete – a distance function returns only a small set of values,

• continuous – the cardinality of set of values returned by a dis-
tance function is infinite or very large.

An example of the continuous case is the Euclidean distance and an
illustration of the discrete function can be the edit distance applied
on words. We will refer to this categorization in Chapter 3.

Minkowski Distances

Minkowski distances form the whole family of metric functions, so-
called Lp metrics. These distances are defined on vectors of real num-
bers as follows:

Lp[(x1, . . . , xn), (y1, . . . , yn)] = p

√

√

√

√

n
∑

i=1

|xi − yi|p.

L1 metric is called Manhattan distance or city distance, L2 denotes
well-known Euclidean distance, and L∞ = maxn

i=1|xi − yi| is called
maximum distance or chessboard distance. Figure 2.1 presents some
members of Lp family, where the curves denote points of 2-D space at
the same distance from the central point. A convenient application of

17



2. BACKGROUND

L1 L2 L6 ooL

Figure 2.1: The sets of points at the same distance from the center
point for different Lp distance measures.

Lp metrics is the computation of distance between color histograms
or between vectors of features extracted from images.

Quadratic Form Distance

The Euclidean distance measure L2 does not provide any correla-
tion of features of color histograms. A distance model that has been
successfully applied to image databases [38] and that has the power
to model dependencies between different components of features or
histogram vectors is provided by the class of quadratic form dis-
tance functions [48, 78]. Thereby, the distance measure of two n-
dimensional vectors is based on an n × n matrix M = [mij] where
the weights mij denote the similarity between the components i and
j of the vectors ~x and ~y, respectively:

dM(~x, ~y) =
√

(~x − ~y) · M · (~x − ~y)T

This definition also includes the Euclidean distance when the ma-
trix M is equal to the identity matrix. The quadratic form distance
measure is computationally expensive because the color image his-
tograms are typically high-dimensional vectors, consisting of 64 or
256 distinct colors.

Edit Distance

Textual documents or strings are usually compared by the edit dis-
tance function, so-called Levenshtein distance [62]. The distance be-
tween two strings x = x1 · · ·xn and y = y1 · · · ym is the minimum
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number of atomic operations needed to transform the string x into y.
The atomic operations are:

• insert the character c into the string x at position i
ins(x, i, c) = x1x2 · · ·xicxi+1 · · ·xn

• delete the character at position i from the string x
del(x, i) = x1x2 · · ·xi−1xi+1 · · ·xn

• replace the character at position i in the string x with the new
character c
replace(x, i, c) = x1x2 · · ·xi−1cxi+1 · · ·xn

The generalized edit distance function is extended by weights (pos-
itive real numbers) assigned to individual atomic operation. Hence,
the distance between strings x, y is the minimum value of the sum
of weights of atomic operations needed to transform x into y. If the
weight of insert and delete operations differ, the edit distance is not
symmetric (see property (p2)) and therefore it is not a metric. For
convenience, see the following example of such the edit distance:

wins = 2 weight of insert
wdel = 1 weight of delete
wreplace = 1 weight of replace

ded(”combine”, ”combination”) = 9
– replacement e → a, insertion of t, i, o, n

ded(”combination”, ”combine”) = 5
– replacement a → e, deletion of t, i, o, n

In this work, we deal only with metrics, thus, the weights of insert
and delete operations have to be the same, the weight of replace may
differ. Usually, the edit distance with weights equal to one is used.
The excellent survey about string matching is in [68].

Tree Edit Distance

The most well-known distance metrics for trees is the tree edit dis-
tance, which has been extensively studied in [46, 28]. The tree edit
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distance function defines the distance between two trees as the min-
imal summation of costs needed to convert the source tree to the tar-
get tree using the predefined set of edit operations such as insert or
delete. In fact, the problem of computing the distance between two
trees is a generalization of the problem of computing the distance
between two strings to labeled trees. Individual costs of edit opera-
tions (atomic operations) can be the same or they can vary with the
level in the tree at which the operation is applied. This is supported
by the hypothesis that inserting one node near the root may be more
significant that inserting a node near the leaf nodes. This, of course,
depends on the application domain. Several strategies of setting the
costs and computing the tree edit distance are described in the doc-
toral thesis by Lee [61]. Since XML documents can be easily modeled
as trees we can apply the tree edit distance to measure distance be-
tween XML documents.

Hausdorff Distance

Another example of distance that can be applied on histograms is the
Hausdorff metric [52]. This metric measures the distance between
two sets A,B and it is defined as follows:

dp(x, B) = inf
y∈B

d(x, y)

dp(A, y) = inf
x∈A

d(x, y)

ds(A, B) = sup
x∈A

dp(x, B)

ds(B, A) = sup
y∈B

dp(A, y).

Then the Hausdorff distance is:

d(A, B) = max{ds(A, B), ds(B, A)}.

The distance d(x, y) between two elements of sets can be arbitrary,
e.g. L2 metric. In other words, the Hausdorff distance measures the
extent to which each point of a ”model” set A lies near some point of
an ”image” set B and vice versa. Apparently, the Hausdorff distance
is a very time-consuming operation since its time complexity is O(n×
m) for sets of size n and m, this can be improved to O((n+m)log(n+
m)) [1].
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Jacard Coefficient

The distance function applicable to comparing two sets is the Jacard
coefficient and is defined as follows:

d(A, B) = 1 −
|A ∩ B|

|A ∪ B|
.

For example, an application may be interested in resemblances be-
tween users of an information system. The behavior of each user is
expressed by the set of visited addresses (URLs). Thus, the similarity
between users can then be measured with the Jacard coefficient.

Time Complexity

In this part, we sum up the time requirements of metric distances.
The Lp norms (metrics) are computed linearly in time. However, the
quadratic form distance is much more expensive because it uses mul-
tiplications by a matrix. Thus, it is evaluated in O(n3) time. The dy-
namic programming algorithms which computes the edit distance
on strings have the time complexity O(n2). Moreover, the tree edit
distance is computed in O(n4), more details can be found in [61]. As
for metrics for similarity between sets, they are considered as time-
consuming operations, as well. In summary, we assume without any
particular knowledge about the distance used in a certain applica-
tion that metric distance functions are generally time-consuming op-
erations. Consequently, almost all indexing techniques for searching
in metric spaces minimizes the number of distance evaluations, see
Chapter 3.

2.3 Similarity Queries

In general, the problem of indexing metric spaces can be defined as
follows.

Problem 2.3.1 Let D be a set, d a distance function defined on D, and
M = (D, d) a metric space. Given a set X ⊆ D, preprocess or structure
the elements of X so that similarity queries can be answered efficiently.
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Figure 2.2: (a) Range query R(q, r) and (b) nearest neighbor query
3−NN(q) where the objects o1, o3 are at the same distance
equal to 3.3 and o1 has been chosen as the 3rd neighbor at
random. Qualifying objects are filled.

A similarity query is usually defined by query object (point) and
some selectivity. The answer to the query contains all objects which
are close to the given query object and satisfy the selective condi-
tion. In the remaining, we provide the reader with definitions of the
best-known similarity queries.

Range Query

This is probably the most common type of query that is meaningful
almost in every application. The query R(q, r) is specified by the
query object q and the query radius r and retrieves all objects which
are within the distance of r from q, formally:

R(q, r) = {o ∈ X, d(o, q) ≤ r}.

Notice that a query object q does not necessarily have to belong to the
database of objects, i.e. q 6∈ X . However, the query object must be
included in the domain of metric space D, i.e. q ∈ D, this statement
applies to all possible types of queries. For convenience, Figure 2.2a
shows an example of the range query. Another example of the range
query asked to a map system can be: Give me all museums within the
distance of 2km from my hotel.
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Nearest Neighbor Query

The elementary version of this query finds one nearest neighbor, that
is, the object closest to the given query object. We give here only the
definition of the general case where we look for k nearest neighbors.
Precisely, k−NN(q) query retrieves k nearest neighbors to the object
q, if a database consists of less than k objects the query returns the
whole database.

k−NN(q) = {R ⊆ X, |R| = k ∧ ∀x ∈ R, y ∈ X − R : d(q, x) ≤ d(q, y)}.

In the case of ties, if there are more objects than one at the same dis-
tance as the kth nearest neighbor and which do not fit the answer we
choose the kth nearest neighbor at random. Figure 2.2b depicts the
situation with two objects at the same distance. This type of query
is more user-friendly in comparison to the range query because a
user does not have to know any details about the underlying dis-
tance function users only specify the number of objects they want to
get. A following request can arise: Tell me which two museums are the
closest to my hotel.

Reverse Nearest Neighbor Query

In many situations, it is important to know how you are perceived
or ranked by others or who consider you as their nearest neighbor.
In fact, this is an inverted nearest neighbor search. The basic vari-
ant is 1−RNN , it returns all objects which have a given query object
as their nearest neighbor. An illustration is provided in Figure 2.3a,
the dotted circles denote the distance to the second nearest neighbor
of an object oi. All object satisfying the given 2−RNN(q) query are
filled, these objects have q among their two nearest neighbors. Re-
cent works [58, 82, 86, 81, 57] have highlighted the importance of re-
verse nearest neighbor (1−RNN ) queries in decision support systems,
profile-based marketing, document repositories, and management of
mobile devices. General k−RNN query is defined as follows:

k−RNN(q) = {R ⊆ X, ∀x ∈ R : q ∈ k−NN(x) ∧

∀x ∈ X − R : q 6∈ k−NN(x)}.
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Figure 2.3: (a) Reverse nearest neighbor query 2−RNN(q) and (b)
similarity self join query SJ(2.5). Qualifying objects are
filled.

The reader can observe that although an object is far away from the
query object q it could still belong to the k−RNN(q) response set.
Contrary, an object that is near q does not necessarily be in the k−
RNN(q). This property of reverse nearest neighbors search is called
as the non-locality property.

Similarity Join Query

The development of Internet services often requires an integration
of heterogeneous sources of data. Such sources are typically un-
structured whereas the intended services often require structured
data. The main challenge is to provide consistent and error-free data,
which implies the data cleaning, typically implemented by a sort of
similarity join. The similarity join query between two sets X ⊆ D
and Y ⊆ D retrieves all pairs of objects (x, y) which are at the dis-
tance of the given threshold at maximum. Specifically, the similarity
join query J(X, Y, µ) is defined as follows:

J(X, Y, µ) = {(x, y) ∈ X × Y : d(x, y) ≤ µ}, (2.1)
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where 0 ≤ µ < d+. If the sets X, Y coincide, i.e. X = Y , we talk about
similarity self join and we denote it as SJ(µ) = J(X, X, µ), where X
is the database where we search. Figure 2.3b presents an example
of similarity self join query SJ(2.5). For example, consider a docu-
ment collection of books and a collection of compact disk documents.
A possible search request can require to find all pairs of books and
compact disks which have similar titles.

Combinations

Besides the presented queries, we can define other types of queries as
combinations of previous ones. We can compound the range query
and the nearest neighbor query to get k−NN(q, r):

{R ⊆ X, |R| = k ∧ ∀x ∈ R, y ∈ X −R : d(q, x) ≤ d(q, y)∧ d(q, x) ≤ r}.

In fact, we perform the nearest neighbor search but limit the distance
to the kth nearest neighbor. Similarly, we can combine the similarity
self join and the nearest neighbor search – we limit the number of
returned pairs by the similarity self join operation to the value of k.
The k closest pairs query is the composition of ideas incorporated in
the nearest neighbor query and the similarity join query.

2.4 Search Strategies

The problem of searching metric spaces, formulated in Section 2.3,
requires that similarity queries are processed in an efficient manner.
To meet the requirement, we often have to structure objects of a met-
ric space to allow the dispose of some objects from the search. The
triangle inequality is the key property of metric function postulates
for pruning searched objects when processing queries. However, in
order to apply the triangle inequality, we often need to use the sym-
metry property. Furthermore, the non-negativity allows discarding
negative values of distance in formulae. In this section, we provide
some lemmata to lower-bound and upper-bound the distances be-
tween a query object and objects in the database, assuming that we
have some knowledge about distances between the query object and
some other objects. These assertions can be derived only from the
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Figure 2.4: Illustration of Lemma 2.4.1: (a) the general case, (b) the
lower bound, and (c) the upper bound.

metric postulates. For further details, see an excellent survey by Hjal-
tason and Samet in [51].

In the first lemma, we describe the situation where we know the
distance between the query object q and an object p and the distance
between p and an object o, recall that, generally, q, p, o ∈ D and (D, d)
is the metric space.

Lemma 2.4.1 Given a metric space M = (D, d) and any three objects
q, p, o ∈ D, we get:

|d(q, p) − d(p, o)| ≤ d(q, o) ≤ d(q, p) + d(p, o).

Consequently, we can bound the distance d(q, o) from below and above by
knowing the distances d(q, p) and d(p, o).

Proof: As for the lower bound, we have the following triangle in-
equalities: d(p, q) ≤ d(p, o) + d(o, q) and d(o, p) ≤ d(o, q) + d(q, p).
They imply d(p, q) − d(p, o) ≤ d(o, q) and d(o, p) − d(q, p) ≤ d(o, q),
respectively. Applying the symmetry property and combining them
together, we get |d(p, q) − d(p, o)| ≤ d(q, o). The upper bound is the
direct implication of the triangle inequality d(q, o) ≤ d(q, p) + d(p, o).

The situation of Lemma 2.4.1 is depicted in Figure 2.4. The gen-
eral case is in the (a) figure. The lower bound is present in the (b)
figure, specifically, the lower bound is equal to d(q, p) − d(p, o). The
second case of the lower bound can be obtained by exchanging the
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objects q and o. On contrary, the upper bound is depicted in the (c)
figure, where the distance d(q, p) + d(p, o) is attained.

In the next lemma, we assume that we know the distance between
a query q and an object p. The distance between an object o and p is
not known, we only have the interval within the distances d(p, o) are.

Lemma 2.4.2 Given a metric space M = (D, d) and objects o, p ∈ D such
that rl ≤ d(o, p) ≤ rh. Given q ∈ D and d(q, p), the distance d(q, o) can be
restricted to the range:

max{d(q, p) − rh, rl − d(q, p), 0} ≤ d(q, o) ≤ d(q, p) + rh.

Proof: To prove this lemma, we make use of triangle inequalities.
First, we consider the inequality d(q, o) ≤ d(q, p) + d(p, o). Using as-
sumption d(p, o) ≤ rh we can substitute rh for the distance d(p, o)
and we get the desired formula of upper bound d(q, o) ≤ d(q, p) + rh.
Second, we focus on the lower bound that we decompose to three
cases. The first case, see Figure 2.5(a), considers the position of the
query q1 above the range [rl, rh]. We have d(q, p) ≤ d(q, o)+d(o, p) and
transform it to d(q, p) − d(o, p) ≤ d(q, o). Again using the inequality
d(o, p) ≤ rh we replace d(o, p) by rh and we get d(q, p) − rh ≤ d(q, o).
As for the second case, the query object q2 in Figure 2.5(b) is placed
below the interval [rl, rh]. We start with d(o, p) ≤ d(o, q) + d(q, p) and
we transcribe it to d(p, o) − d(q, p) ≤ d(q, o), we have also applied
the symmetry property twice. We combine it with the assumption
rl ≤ d(p, o) and we get rl−d(q, p) ≤ d(q, o). In Figure 2.5(c), the query
object q3 is within the range [rl, rh] which implies that the query ob-
ject and the object o can be identical, thus, the distance is d(q, o) ≥ 0.
The lower bounds of the first two cases are negative in other posi-
tions of query (i.e. in positions that was not specified in the proof).
Thus, the overall lower bound is maximum of all three lower bounds,
max{d(q, p) − rh, rl − d(q, p), 0} ≤ d(q, o).

Figure 2.5 illustrates three different positions of the query objects
and emphasizes lower and upper bounds, denoted by dotted and
dashed lines, respectively. The distance d(q3, o) is lower-bounded by
zero because q3 lies in the range [rl, rh] of objects o.
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Figure 2.5: Illustration of Lemma 2.4.2 with three different positions
of the query object; above, below, and within the range
[rl, rh]. We can bound d(q, o), providing that rl ≤ d(p, o) ≤
rh and d(q, p). The dotted and dashed lines denote lower
and upper bounds, respectively.

In the following lemma, we do not know d(q, p) neither d(p, o)
exactly. We only have ranges in which the distances are, that is,
d(p, o) ∈ [rl, rh] and d(q, p) ∈ [r′l, r

′
h].

Lemma 2.4.3 Given a metric space M = (D, d) and objects o, p, q ∈ D
such that rl ≤ d(p, o) ≤ rh and r′l ≤ d(q, p) ≤ r′h. The distance d(q, o) can
be bounded to the range:

max{r′l − rh, rl − r′h, 0} ≤ d(q, o) ≤ rh + r′h.

Proof: The upper bound is a direct consequence of the upper
bound of Lemma 2.4.2 and the assumption d(q, p) ≤ r′h, thus, we
get the desired by substitution r′h for d(q, p) in the upper bound in
Lemma 2.4.2 because we want to maximize the distance. As for the
lower bound, we use the lower bound from Lemma 2.4.2. We want
to decrease as much as possible all expression is the max function,
i.e. max{d(q, p) − rh, rl − d(q, p), 0}. Thus, we replace d(q, p) by r′l in
the first expression and by r′h in the second and get the desired.

Figure 2.6 demonstrates the principle of Lemma 2.4.3. The lower
bound can be seen as two shells centered in p, one shell is with radius
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Figure 2.6: Illustration of Lemma 2.4.3, d(p, o) is within the range
[rl, rh], and d(q, p) is within [r′l, r

′
h]. The lower bound on

d(q, o) is expressed in (a), the upper bound on d(q, o) is
presented in (b). The lower and upper bounds are em-
phasized with dotted and dashed lines, respectively.

range [rl, rh], where o is situated, and the second with [r′l, r
′
h], where

q lies. Figure 2.6(a) presents the lower bound r′l − rh. The second
part of lower bound is the symmetric situation where both the shells
are swapped. The third part 0 expresses the position when the shells
collide. Figure 2.4.3(b) provides the illustration of the upper bound.

In some distance-based indices, objects are partitioned on relative
closeness to two or more objects. The following lemma provides a
result that can be used to prune some objects in such situations.

Lemma 2.4.4 Assume a metric space M = (D, d) and objects o, p1, p2 ∈
D such that d(o, p1) ≤ d(o, p2). Given a query object q ∈ D and the
distances d(q, p1) and d(q, p2), the distance d(q, o) can be lower-bounded as
follows:

max

{

d(q, p1) − d(q, p2)

2
, 0

}

≤ d(q, o).

Proof: We have the triangle inequality d(q, p1) ≤ d(q, o) + d(o, p1)
which yields d(q, p1) − d(q, o) ≤ d(o, p1) and we will use it later on.
We combine the triangle inequality d(p2, o) ≤ d(p2, q) + d(q, o) and
the assumption d(o, p1) ≤ d(o, p2) and we obtain d(o, p1) ≤ d(p2, q) +
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Figure 2.7: Illustration of Lemma 2.4.4. As the query object moves
along the dashed equidistant line (i.e. to q′) the lower
bound shrinks. The lower bound d(q,p1)−d(q,p2)

2
is denoted

by dotted arrow line.

d(q, o). This inequality is combined with the first one and we acquire
d(q, p1) − d(q, o) ≤ d(p2, q) + d(q, o). By rearranging, we get d(q, p1) −
d(q, p2) ≤ 2d(q, o). We assumed that o is closer to p1. If q is closer to
p2 the derived expression is positive. On contrary, if q is closer to p1,
that is q is on the same side as o, the expression becomes negative.
The non-negativity property forbids it, thus the overall assertion is
max

{

d(q,p1)−d(q,p2)
2

, 0
}

≤ d(q, o).

Figure 2.7(a) shows the situation and the lower bound is empha-
sized by the dotted line. If q and o are both on the same side (on the
left side in the figure) the lower bound is zero, which is the second
parameter of max function. Figures 2.7(b) presents the hyperbolic
curve of which points have the same value of d(q,p1)−d(q,p2)

2
. If we

move the query point up, see Figure 2.7(c), apparently, we preserve
the distance from q to the equidistant dashed line, which consists
of points at the same distances from both p1 and p2. Nonetheless, the
value of d(q,p1)−d(q,p2)

2
decreases. This corresponds to the movement of

the hyperbola in a way that the query object q becomes an element of
the curve, i.e. the hyperbola moves closer to the equidistant line. In
consequence, the expression d(q,p1)−d(q,p2)

2
is indeed the lower bound

on the distance from q to o. The upper bound cannot be established
because o can be arbitrarily far away from p1 and p2.
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In the next sections, we present two basic algorithms used by
nearly all available indexing techniques. The former is based on par-
titioning paradigm and the latter concerns filtering based on knowl-
edge of distances between objects.

2.5 Partitioning Algorithms

Search structures for vector spaces are called Spatial Access Meth-
ods (SAM). These methods use the idea of partitioning an indexed
space into subsets. In general, we call this principle as dividing into
equivalence classes. Specifically, we group objects into one set if they
have some property in common, e.g. the first coordinate of a vector is
lower than three. For example, kd-trees [6, 7] or quad-trees [76] use
a threshold (value of a coordinate) to divide the given space into sub-
sets. On contrary, R-Trees [47] cluster near objects and bound them
using the minimum bounding rectangle. This approach systematically
clusters objects from leaves to the root.

Similar techniques are utilized in the area of metric spaces. The
problem of partitioning metric spaces is more difficult because we
have no coordinate system that can be used in geometric splits. In
metric spaces, we pick one object from given dataset (generally, from
the domain of metric space) and promote it to the pivot. Using pivot,
we can order all remaining objects by the distance. Consequently, we
choose a certain value of distance, which plays the role of threshold
and we partition objects into two subsets.

In the following, we present concepts based on this idea. The
simplest variant that uses one pivot and one radius to split object
into two subsets can be formalized as:

bp(o, p, r) =

{

0 if d(o, p) ≤ r
1 if d(o, p) > r

This type of partitioning is called the ball partitioning and was defined
by Uhlmann in [83]. In fact, this function returns the identification
of the set to which object o belongs. This approach can be extended
to use more than one radius. Thus, we define bp3 function that splits
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Figure 2.8: Examples of ball partitioning. The basic bp function (a),
more spherical cuts (b), and combination of two functions
(c).

metric space into four spherical cuts:

bp3(o, p, r1, r2, r3) =



















0 if d(o, p) ≤ r1

1 if d(o, p) > r1 ∧ d(o, p) ≤ r2

2 if d(o, p) > r2 ∧ d(o, p) ≤ r3

3 if d(o, p) > r3

The illustration of bp functions is given in Figure 2.8. For example,
these functions are used in the Vantage Point Tree (VPT) and the
multi-way Vantage Point Tree (mw-VPT) [13]. In the same paper,
Bozkaya and Özsoyoglu defined the combination of bp functions,
which uses more pivots. An example is presented in Figure 2.8(c)
where two bp2 functions are combined to get partitioning into 32 = 9
subsets.

More pivots can be also used in a different way. Uhlmann [83] has
defined the hyperplane partitioning. This partitioning uses two pivots
to divide objects into two subsets on their relative distances to the
pivots. Formally, hyperplane partitioning is defined as follows:

hp(o, p1, p2) =

{

0 if d(o, p1) ≤ d(o, p2)
1 if d(o, p1) > d(o, p2)

Figure 2.9(a) depicts the situation. Principle of hp function is applied
in the Generalized Hyperplane Tree (GHT) [83]. Apparently, this
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Figure 2.9: Illustration of hyperplane partitioning. The basic hp func-
tion (a) and general partitioning (b). The clustering prin-
ciple is depicted in (c).

idea is related to the Voronoi-like partitioning [2]. Thus, we can gen-
eralize hp functions to use more pivots. The following definition uses
three pivots:

hp3(o, p1, p2, p3) =











0 if d(o, p1) ≤ d(o, p2) ∧ d(o, p1) ≤ d(o, p3)
1 if d(o, p2) < d(o, p1) ∧ d(o, p2) ≤ d(o, p3)
2 if d(o, p3) < d(o, p1) ∧ d(o, p3) < d(o, p2)

The generalized case is used in the Geometric Near-Access Tree
(GNAT) [14]. An example of hp4 function is depicted in Figure 2.9(b).

To complete partitioning methods, we have to remark the cluster-
ing approach used in R-trees. In metric spaces, this principle is ap-
plied in M-trees [25] where objects in leaves are clustered into small
groups and these groups are recursively joined into bigger clusters
that cover them. For convenience, see Figure 2.9(c).

2.6 Filtering Algorithms

In this section, we introduce second category of algorithms used in
indexing metric spaces. Filtering algorithms very often go hand in
hand with partitioning algorithm and are used together in a single
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Figure 2.10: Illustration of filtering algorithm. The lower bound prin-
ciple (a), both the upper bound (dotted circle) and the
lower bound are applied (b), and filtering using two dis-
tinct pivots.

system. The gist of filtering algorithms is to eliminate some objects
without the need to compute their relative distances to a query ob-
ject, i.e. without accessing them. Such the elimination is feasible if we
have some information about the distances from a pivot to other ob-
jects and from the query object to the pivot. For this reason, we can
apply Lemma 2.4.1 and state lower and upper bounds on distance
d(q, o). Considering the range query R(q, r), we can eliminate all ob-
jects such that their lower bound |d(q, p) − d(p, o)| of Lemma 2.4.1 is
greater than r, that is, when the distance (q, o) > r. On the other
hand, objects that satisfy d(q, p) + d(p, o) ≤ r are included in the re-
sult set of the range query actually without computing the distance
d(q, o). In fact, this applies when the upper bound of Lemma 2.4.1
is less than or equal to the radius of the range query, thus, it is sure
that object satisfies the query. Figure 2.10(a) depicts extremes of the
lower bound. The utilization of the upper bound is illustrated by
the dotted circle in Figure 2.10(b), objects within the dotted circle are
not examined by the metric function (distance d(q, o) is not evalu-
ated) and they are directly included in the response set of the range
query. Specifically, objects in the filled area are excluded from search-
ing without computing d(q, o) (the lower bound is greater than the
query radii).

By combination of more pivots, we can improve the probability
of excluding objects without computing distances to a query object.
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We formalize this concept in the following lemma.

Lemma 2.6.1 Assume a metric space M = (D, d), a set of pivots P =
{p1, . . . , pn}, and a mapping Ψ: (D, d) → ( � n, L∞), such that, Ψ(o) =
(d(o, p1), d(o, p2), . . . , d(o, pn)). We can bound the distance d(q, o) from
below:

L∞(Ψ(q), Ψ(o)) ≤ d(q, o).

Proof: Considering the definition of L∞ metric function, see
page 17, we get L∞(Ψ(q), Ψ(o)) = maxn

i=1|d(q, pi) − d(o, pi)|. Ap-
parently, we have that all values of |d(q, pi) − d(o, pi)| are less than
or equal to d(q, o). By multiple usage of Lemma 2.4.1, we get the
desired lower bound.

The mapping function Ψ used in Lemma 2.6.1 stands in for the
precomputed distances between pivots and objects, those distances
are known in advance. The mapping function is also applied on the
query object q and the characteristic vector of distances Ψ(q) is deter-
mined. Once we have Ψ(q) and Ψ(o), we can directly apply the lower
bound criterion. For convenience, Figure 2.10(c) shows the filtering
with two pivots. The light area represents the objects that cannot be
eliminated from searching using the distances to pivots. These ob-
jects have to be tested directly against the query object q with the
original metric function d.

The mapping Ψ is contractive. It means that on no account the
distance L∞(Ψ(o1), Ψ(o2)) is greater than the distance d(o1, o2) in the
original metric space. The outcome of a range query in the projected
space ( � n, L∞) is a candidate list, which can contain some spurious
objects that do not qualify the query and have to be tested by the
original distance function d.

2.7 Choosing Pivots

The problem of choosing reference objects (pivots) is important for
any search technique in general metric spaces, because all such struc-
tures need, directly or indirectly, some ”anchors” for partitioning and
search pruning, see Sections 2.5 and 2.6. It is well known that the way
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in which pivots are selected can affect the performance of search al-
gorithms. This has been recognized and demonstrated by several re-
searchers, e.g. [87], [13], or [79], but specific suggestions for choosing
good reference objects are rather vague.

Due to the problem complexity, pivots are often chosen at ran-
dom, or as space outliers, i.e. having large distances to other objects
in the metric space. Obviously, independent outliers are good pivots,
but any set of outliers does not ensure that the set is good. Qualita-
tively, the current experience can be summarized as:

• good pivots are far away from the rest of objects of the metric
space,

• good pivots are far away from each other.

Recently, the problem was systematically studied in [17], and several
strategies for selecting pivots have been proposed and tested. We
will focus on selecting pivots later in Section 4.4.6.
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Chapter 3

Metric Index Structures

In this chapter, we provide an overview of existing indexes for met-
ric spaces. The more complete and more detailed survey is available
in [22]. This chapter is organized into three parts. The first stage
presents index structures based on the ball partitioning principle de-
scribed in Section 2.5. Next, methods that use the hyperplane par-
titioning are concerned. Finally, we focus on techniques that map a
metric space into a vector space. All the presented time and space
complexities are adopted from [22] and source papers.

3.1 Ball Partitioning Methods

In this section, we start with methods based on the ball partition-
ing. First, we introduce Burkhard-Keller Tree, which is probably the
very first solution for indexing metric spaces. Next, we present Fixed
Queries Tree and its further evolution called Fixed Queries Array. We
conclude this section with Vantage Point Trees and Multi Vantage
Point Trees we also include Excluded Middle Vantage Point Forests,
which introduce the concept of excluding the middle area from par-
titioning.

3.1.1 Burkhard-Keller Tree

Apparently, the first solution to support searching in metric spaces is
presented in [16]. A Burkhard-Keller Tree (BKT) is suitable for dis-
crete distance functions. The tree is built recursively in the following
manner: an arbitrary object p ∈ X is selected as the root node of the
tree, where X is the indexed data set. For each distance i ≥ 0, a set Xi

is defined as a group of all objects at the distance of i from the root p,
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Xi = {o ∈ X, d(o, p) = i}. A child node of the root p is built for every
non-empty set Xi. All child nodes can be recursively repartitioned
until no new child node can be created. If a child node is reparti-
tioned the child node contains an object oi, which is picked from the
set Xi as a representative of it. The leaf node is created for every set
Xi if Xi is not repartitioned again. In general, objects assigned as
roots of subtrees (saved in internal nodes) are called pivots.

The algorithm for range queries is very simple. The range search
R(q, r) starts at the root node p of the tree and compares the object p
with the query object q. If p satisfies the query, that is if d(p, q) ≤ r,
the object p is reported. Subsequently, the algorithm enters all child
nodes oi such that

max{d(q, p) − r, 0} ≤ i ≤ d(q, p) + r (3.1)

and proceed down recursively. Notice that the inequality 3.1 cuts out
some branches of the tree. The inequality is a direct consequence of
lower bounds provided by Lemma 2.4.2. In particular, by applying
the lemma with rl = i and rh = i, we find that the distance from q to
an object o in the inspected tree branch is at least max{d(q, p) − i, i −
d(q, p), 0}. Thus, we visit the branch i if and only if max{d(q, p)−i, i−
d(q, p), 0} ≤ r.

Figure 3.1(b) shows an example where the BKT tree is constructed
from objects of the space that is illustrated in the figure (a). Objects p,
o1, and o4 are selected as roots of subtrees, so-called pivots. The range
query is also given and specified by the object q and radius r = 2. The
search algorithm evaluating the range query R(q, 2) discards some
branches and the accessed branches are emphasized. Obviously, if
the radius of range query grows the number of accessed subtrees
(branches) increases. This leads to higher search costs, which are
usually measured in terms of the number of distance computations
needed to answer a query. During the range query elaboration the
algorithm traverses the tree and evaluates distances to pivots, which
are accommodated in internal nodes. Thus, the increasing number
of accessed subtrees leads to the growing number of distance com-
putations due to the different pivots in individual branches. The fol-
lowing structure, fixed-queries trees (FQT), reduces such the costs.

The BKT trees are linear in space O(n). The construction com-
plexity is O(n log n) and is measured in terms of the number of dis-
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Figure 3.1: An example of a metric space and a range query (a). BKT
tree (b) is built on the space.

tance computations needed to construct the tree. The search time
complexity is O(nα) where α is a real number satisfying 0 < α < 1
and depends on the search radius and the structure of the tree [22].
The search complexity is also measured in terms of distance compu-
tations.

3.1.2 Fixed Queries Tree

The FQT (Fixed Queries Tree), originally presented in [4], is an exten-
sion of BKT tree. Fixed Queries Trees use the same pivot in all nodes
at the same level, that is in contrast to BKT trees where several pivots
per level are used, see Figures 3.1(b) and 3.2(a). All objects of a given
dataset X are stored in leaves only and internal nodes are used only
for navigation during the search. The range search algorithm is the
same as for the BKT. The advantage of this structure is following, if
more than one subtree has to be accessed only one distance compu-
tation between the query object and the pivot per level is evaluated
because all nodes at the same level share the same pivot. The ex-
periments, presented in [4], reveal that FQTs perform less distance
computations than BKTs.
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Figure 3.2: Examples of FQT tree (a) and FHFQT tree (b) that are built
on the given space in Figure 3.1(a).

An example of FQT tree is demonstrated in Figure 3.2(a). The
tree is built from objects depicted in Figure 3.1(a), where objects p
and o4 are pivots of corresponding levels. Notice that all objects
are stored in leaves, including objects selected as pivots. The range
query R(q, 2) is defined and accessed branches of the tree are high-
lighted.

The space complexity is superlinear because the objects selected
as pivots are duplicated. The complexity varies from O(n) to
O(n log n). The number of distance computations required to build
the tree is O(n log n). The search complexity is O(nα) where 0 < α <
1 depending on the query radius and an indexed space.

In [4, 3], the authors propose a variant of FQT trees, called FH-
FQT (Fixed-Height Fixed Queries Tree). This structure has all leaf
nodes at the same level, i.e. leaves are at the same depth h. In
other words, leaves are replaced with paths. The enlargement of the
tree can actually improve the search performance. If we increase the
height of the tree by thirty we add only thirty more distance compu-
tations for the entire similarity search. We may introduce many new
node traversals but they cost much less. However, thirty more piv-
ots will filter out many more objects, so the final candidate set will be
smaller – this idea is explained in Section 2.6. For convenience, see
Figure 3.2(b) where an example of the fixed-height FQT is provided.

The space complexity of FHFQT is superlinear and is somewhere
between O(n) and O(nh), where h is the height of the tree, this is the
same as for FQT trees. The FHFQT tree is constructed in O(nh) dis-
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Figure 3.3: Example of the FHFQT tree (a). FQA is built from FHFQT
in (b).

tance computations. The claimed search complexity is constant O(h),
which is the number of distances evaluations computed to pivots.
However, the extra CPU time, i.e. the number of traversed nodes,
remains O(nα), where 0 < α < 1 depending on the query radius
and an indexed space. The extra CPU time is spent by comparing
values (integers) of distances and by traversing the tree. In practice,
the optimal height h = log n cannot be achieved because of space
limitations.

3.1.3 Fixed Queries Array

The Fixed Queries Array (FQA) is presented in [21, 20]. The structure
of FQA is strongly related to FHFQT but it is not a tree structure.
First, the FHFQT tree with fixed height h is built on a given dataset
X . If the leaves of the FHFQT are traversed in order from left to
right and put in an array the outcome is exactly the FQA array. Each
element of the array consists of h numbers representing distances to
every pivot utilized in the FHFQT, in fact, the sequence of h numbers
is the path from the root of FHFQT to the leaf. The FQA structure
simply stores the database objects lexicographically sorted by this
sequence of distances. Thus, the objects are first sorted to the first
pivot and those at the same distance to the first pivot are sorted to
the second pivot and so forth. For illustration, Figure 3.3 shows the
FQA array constructed from the FHFQT tree.

The range search algorithm is inherited from the FHFQT tree.
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Each internal node of FHFQT corresponds to a range of elements
in the FQA. If a node is a child of a parent node its range of elements
is a subrange of the parent’s range in the array. There is a similar-
ity between FQA approach and suffix trees and suffix arrays [40].
The movement in the algorithm of FHFQT is simulated by the bi-
nary searching the new range inside the current one.

The FQA array is able to use more pivots than FHFQT, this im-
proves the efficiency and search pruning. The authors of [21] show
that the FQA outperform the FHFQT. The space requirements are
nhb bits, where b is the number of bits used to store one distance.
The number of distance computations evaluated during the search is
O(h). Authors in [5] proved that FHFQT has O(nα) extra CPU com-
plexity. FQA has O(nα log n) extra complexity, where 0 < α < 1. The
extra CPU time is expended in the binary search of the array.

All previously presented structures (BKT, FQT, FHFQT) are de-
signed for discrete metric functions (see Section 2.2 for details). FQA
also do not work well if the distance is continuous. The matter is that
we cannot have a separate child for any value of the continuous dis-
tance function. If we do the tree degenerates to a flat tree of height
two. Thus, the search algorithm in such the tree would perform al-
most like a sequential scan.

For the continuous case, we have to segment the range of possi-
ble values of the distance into a small set of subranges. Authors of
[20, 21] introduce two discretizing schemata for the FQA. The former
divides the range of possible values into identical slices, in terms of
the width of slice. The result is the Fixed Slices Fixed Queries Array.
Such the partitioning would lead to empty slices where no database
object is accommodated. This motivates the latter approach that par-
titions the entire range into slices with the same number of database
objects. In other words, we divide that range into fixed quantiles.
The resulting FQA is called the Fixed Quantiles Fixed Queries Ar-
ray.

3.1.4 Vantage Point Tree

The Vantage Point Tree (VPT) is a metric tree suitable to use with
continuous distance functions. Discrete distance functions are also
supported with virtually no modifications. VPT trees [87] are based
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on the same idea as a previous work – Metric Tree [83].
In VPT tree, we pick an object p ∈ X and promote it to a pivot,

in [87] termed the vantage point, and the median dm of the distances
between objects o ∈ X and p. The pivot and the median are used to
divide the remaining objects into two groups as follows:

S1 = {o ∈ X|d(o, p) ≤ dm},

S2 = {o ∈ X|d(o, p) > dm}.

Both the sets are roughly equal sized. The objects in S1 are inside
the ball of radius dm around p and the objects in S2 are outside the
ball. The sets S1 and S2 form the left and the right branch of the node
with pivot p, respectively. Applying this principle recursively we
build a binary tree. In the leaf nodes, there can be stored one or more
objects depending on the capacity. The example of the partitioning is
presented in Section 2.5 and referred as the ball partitioning. Using
this procedure, we produce a balanced binary tree. The application
of median to divide a dataset into two subsets can be replaced with a
different strategy which uses the mean of the distances between the
objects in X \ {p}. This method, so-called the middle point, can yield
better results for high dimensional datasets [22]. The disadvantage
is that the middle point produces unbalanced tree and consequently
deteriorates the search algorithm efficiency.

The search algorithm for a range query R(q, r) traverses the VPT
tree from the root to leaves. In each internal node, it evaluates the
distance between the pivot p of the node and the query object q,
that is d(q, p). If d(q, p) ≤ r holds the pivot p is reported to out-
put. In internal nodes, the algorithm also must decide which sub-
trees are accessed. To do so, we must establish lower bounds on
the distances from q to objects in the left and right branches. If the
query radius r is less than the lower bound the algorithm does not
visit the corresponding subtree. Figure 3.4(a) provides an example
of situation where the inner ball need not to be accessed whereas
Figure 3.4(b) shows the example where both the subtrees must be
examined. The lower bounds are established using Lemma 2.4.2.
Precisely, by applying the equation with rl = 0 and rh = dm we
expose that the distance from q to any object in the left branch is at
least max{d(q, p) − dm, 0}. Likewise, by applying the equation with

43



3. METRIC INDEX STRUCTURES

S1

S0

d m

p
q

r

(a)

S1

S0

d m

p

q
r

(b)

Figure 3.4: An example of range queries, in (a), S0 need not to be ac-
cessed during the search and both the set must be visited
in (b).

rl = dm and rh = ∞ we get that the distance from q to an object
in the right subtree is at least max{dm − d(q, p), 0}. Thus, we enter
the left branch if max{d(q, p) − dm, 0} ≤ r and the right branch if
max{dm − d(q, p), 0} ≤ r. Notice that both subtrees can be visited.

The ball partitioning principle applied in VPTs does not guaran-
tee that the ball around the pivot p2 is completely inside the ball
around the pivot p1, which is the parent of p2. For convenience,
see Figure 3.5 where the situation is depicted and a query object q
is given. In general, it is possible that the lower bound from q to
a child node is smaller than the lower bound from q to the child’s
parent node, that is

max{d(q, p2) − d2
m, 0} < max{d(q, p1) − d1

m, 0}.

Nonetheless, this does not affect the behavior and correctness of the
search algorithm since objects rooted in the subtree of p2 are not
closer than max{d(q, p1) − d1

m, 0}, even though the lower bounds
claim the opposite. In other words, the objects in the left subtree
of p2 (the set S1) are somewhere in the white area inside the ball of
p2 and not in the shaded region (see Figure 3.5). On the other hand,
the objects of the right branch (the set S2) must be in the dashed area
and not outside the ball around p1.

During the building of VPT many distance computations be-
tween pivots and objects are evaluated. These distances are com-
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Figure 3.5: An example of VPT with two pivots p1 and p2 in (a). The
corresponding representation of the tree in (b).

puted for every object o in a leaf to each pivot p on the path from the
leaf to the root. We can take advantage of this information during
the search algorithm to prune some objects. This strategy is used in
VPs trees, the variant of VPTs, proposed in [87]. These distances are
remembered and stored in the structure of VPs tree. They are then
used in the range search algorithm in the following way:

• if |d(q, p) − d(p, o)| > r holds we discard the object o without
actually computing the distance d(q, o),

• if d(q, p) + d(p, o) ≤ r holds we directly include the object o to
the answer to the range query R(q, r), again without computing
the distance d(q, o).

Given the distances d(q, p) and d(p, o), Lemma 2.4.1 forms the lower
and upper bounds on the distance between q and o:

|d(q, p) − d(p, o)| ≤ d(q, o) ≤ d(q, p) + d(p, o).

The previous two pruning conditions are direct consequences of
Lemma 2.4.1. Another variant of VPT tree is VPsb tree [87]. This
tree comes out from the VPs tree where a leaf node can store more
that one object and forms the whole bucket.

Figure 3.4(b) show the situation when the search algorithm must
enter both subtrees. Thus, no object can be excluded from examining.
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In this case, the performance of searching deteriorates. In [12], this
issue is handled by extending the VPT tree to an k-ary tree. This
variant uses k − 1 thresholds (percentiles) d1

m, · · · , dk−1
m instead of

one median dm to partition the dataset into k spherical cuts, where
k > 2. These modified trees are called Multi-Way Vantage Point
Trees (mw-VPTs) and presented in [12, 13]. Unfortunately, the ex-
periments reveal that the performance of mw-VPT trees is not very
satisfactory because the spherical cuts become too thin for high-
dimensional domains [12]. Consequently, it leads to access more
branches of the tree during the search elaboration. If a search path
descents down to i of k children of a node then i distance compu-
tations are evaluated at the next level because the distance between
the query object q and each pivot of the accessed children has to be
measured. This is caused by the fact that the VPT keeps a different
pivot for each internal node at the same level.

Another extension of VPT trees called Optimistic Vantage Point
Tree is presented in [23]. Authors formulate algorithms for nearest
neighbor queries and exhaustively test the performance on an image
database.

The VPT trees take O(n) space. The construction time for bal-
anced tree is O(n log n). The search time complexity is O(log n). The
authors of [87] claim that this is true only for very small query radii
– too small to become interesting. The construction time of mw-VPT
trees is O(n logk n) distance computations. The space complexity is
the same, i.e. O(n). Similarly, the search time complexity is O(logk n).

3.1.5 Multi Vantage Point Tree

The MVPT (Multi Vantage Point Tree) [12, 13] is the extension of
the VPT tree. The motivation behind the MVPT is to decrease the
number of pivots used to construct a tree because distances between
a query object and pivots form significant search costs. FQT trees
also introduces a similar technique for reducing these costs, see Sec-
tion 3.1.2. Another interesting idea, which contributes to the shrink-
age of the number of distance evaluated during the search is based
on storing distances between pivots and objects in leaf nodes, notice
that these distances are computed during the tree construction time.
This extra information kept in leaves is then exploited by a sort of

46



3. METRIC INDEX STRUCTURES

filtering algorithm, explained in detail in Section 2.6. The filtering
algorithm dramatically decreases the number of distance computa-
tions needed to answer similarity queries.

The MVPT uses two pivots in each internal node, instead of one
in VPT. Thus, each internal node can be viewed as two levels of VPT
collapsed into one node. However, there is one crucial difference:
VPT trees use different pivots at the lower level, on contrary, MVPT
applies only one, that is, all children at the lower level use the same
pivot. This allows to have less pivots whereas the number of parti-
tions is preserved. Figure 3.6 depicts a situation where a VPT tree
is collapsed into a MVPT tree. We can easily observe that some sets
are partitioned using pivots that are not members of the sets, this
does not occur in VPTs. In this case, each pivot has two partitions
(fanouts) that implies that the number of fanouts of MVPT’s node is
22. A pivot can generally partition into m subsets and MVPT tree
can employ k pivots in each internal node. As a result, each non-leaf
node has mk partitions. Moreover, each object in the leaf node has
associated a list of distances to the first p pivots, which are used for
additional pruning in the query time.

The space complexity is O(n) since no objects are duplicated, ob-
jects chosen as pivots are stored in internal nodes and are not du-
plicated into leaves. However, MVPT needs some extra space since
we keep p precomputed distances for each object in leaves. The
construction time complexity is O(nk logmk n), where logmk n is the
height of the balanced tree. The search complexity is O(k logmk n)
but it is true for very small query radii. In the worst case, the search
complexity is O(n). The authors of [13] show experimentally that
MVPT trees outperform VPT trees, while a larger improvement is
obtained by using more pivots in internal nodes than increasing m,
the number of fanouts. The largest performance boost is achieved by
storing more precomputed distances in leaves.

3.1.6 Excluded Middle Vantage Point Forest

The VPF (Excluded Middle Vantage Point Forest), presented in [88],
is another member of the family of VPT trees. The motivation for
VPF is that VPT [87] and k-d trees [7, 8, 9] have sublinear search time
for nearest neighbor queries but the performance depends not only
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Figure 3.6: The difference between VPT and MVPT structures, VPT
uses three pivots for partitioning to four sets (a), MVPT
collapses two levels of VPT into one node and uses two
pivots only (b).

on the dataset but also on the distribution of queries. The VPF struc-
ture supports the worst-case sublinear search time for queries with
a fixed radius up to ρ – the performance does not depend on the
query distribution. The VPF introduces a new concept of excluding
the middle distances. The structure uses a modified ball partition-
ing technique that eliminates the middle distances from partitioning.
The new principle is defined as follows:

bpρ(o, p, dm, ρ) =











0 if d(o, p) ≤ dm − ρ
1 if d(o, p) > dm + ρ
2 otherwise

(3.2)

For convenience, Figure 3.7(a) depicts an example of bpρ function.
The function divides a dataset into two sets S0, S1 and an exclusion
set S2 which is expelled from the partitioning process. A binary tree
is built by recursive repartitioning of the set S0 and S1. All resulting
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Figure 3.7: An example of bpρ function in figure (a), all filled points
form the exclusion set S2, which is then eliminated from
the process of partitioning. VPF consisting of two trees is
presented in (b), the second tree is built from all exclusion
sets of the first tree.

exclusion sets S2 are used to create another binary tree. This proce-
dure is repeated and a forest of VPT trees is produced. Figure 3.7(b)
provides an example of VPF. The first tree is built on the dataset X .
All exclusion sets of the first tree, i.e. {S2,1, S2,2, S2,3}, are organized
in the second tree. This process continues until the exclusion sets are
not empty.

The idea of excluding the middle distances eliminates the exam-
ination of more than one branch if the query radius is less than or
equal to ρ. The next tree is searched if and only if the excluded area
must be visited. The search algorithm which enters only one branch
(left or right) is correct since every pair (x, y) of objects, such that x
belongs to the left branch and y lies in the right one, is distant at least
2ρ, that is, d(x, y) > 2ρ.

Proof: We have to prove that ∀x, y ∈ X , bpρ(x, p, dm, ρ) = 0,
bpρ(y, p, dm, ρ) = 1 : d(x, y) > 2ρ. If we consider the definition of
bpρ function in Equation 3.2, we can write d(x, p) ≤ dm − ρ and
d(y, p) > dm + ρ. Since the triangle inequality among x, y, p holds, we
get d(x, y) + d(x, p) ≥ d(y, p). If we combine these inequalities and

49



3. METRIC INDEX STRUCTURES

simplify the expression, we get d(x, y) > 2ρ.

The VPF is linear in space O(n) and the construction time is
O(n2−α) where O(n1−α) is the number of trees in the VPF forest. Sim-
ilarity queries are answered in O(n1−α log n) distance computations.
Having a parallel environment with O(n1−α) processors the search
complexity is logarithmic O(log n). The parameter 0 < α < 1 de-
pends on ρ, the dataset, and the distance function. Unfortunately, to
achieve greater value of α the parameter ρ has to be quite small.

3.2 Generalized Hyperplane Partitioning Methods

In this stage, methods based on an orthogonal approach to the ball
partitioning are concerned. Specifically, we focus on Bisector trees
and their variants Monotonous Bisector Trees and Voronoi Trees.
Next, we discuss properties of Generalized Hyperplane Trees and
Geometric Near-neighbor Access Trees. All these techniques share
the same idea, that is, they apply the hyperplane partitioning.

3.2.1 Bisector Tree

Probably the first solution which uses hyperplane partitioning, see
Section 2.5, was BST (Bisector Tree), proposed in [54]. BST is a binary
tree recursively build over the dataset X as follows. Two pivots p1, p2

are selected at each node and hyperplane partitioning is applied, that
is, objects near the pivot p1 form the left subtree while objects closer
to the pivot p2 go to the right subtree. For each of the pivots the
covering radius is established and stored in the node. The covering
radius is the maximum distance between the pivot and any object in
its subtree. The search algorithm enters a tree-branch if d(q, pi) − r is
not greater than the covering radius rc

i of pi. Thus, we can prune a
branch if the query does not intersect the ball centered in pi with the
covering radius rc

i . The pruning condition d(q, pi) − r ≤ rc
i is correct

since its modification d(q, pi)−rc
i ≤ r is a direct consequence of lower

bound of Lemma 2.4.2 with substitutions rl = 0 and rh = rc
i , besides

d(q, o) is upper-bounded by the query radius r (from the definition
of the range query).
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A variant of BST is proposed in [73, 72] and called Monotonous
Bisector Tree (MBT). The idea behind this structure is that one of
pivots of each internal node, except the root node, of course, is inher-
ited from its parent node. In other words, pivots representing the left
and right subtree are copied to the corresponding child nodes. This
technique leads to usage of less pivots which inherently brings less
distance computations during the search algorithm elaboration1.

The BST trees are linear in space O(n) and they need O(n log n)
distance computations to construct the tree. Search complexity was
not analyzed by authors.

An improvement of BST trees called VT (Voronoi Tree) is pro-
posed in [31]. VT uses 2 or 3 pivots in each internal node and has
the property that the covering radii are reduced as we move down-
wards in the tree. This provides better packing of objects in subtrees.
Authors of [71] show that balanced VT trees can be obtained by as-
similating similar insertion algorithm used in B-Trees [29]. This tech-
nique is exploited in M-Trees [25], see Section 3.3.

3.2.2 Generalized Hyperplane Tree

The Generalized Hyperplane Tree (GHT) proposed in [83] is nearly
the same as BST trees in construction. GHT recursively partitions
the given dataset by applying the generalized hyperplane partition-
ing principle. The difference is that it does not use covering radii as
a pruning criterion during the search operation, instead of it, GHT
uses the hyperplane between two pivots p1, p2 to decide which sub-
trees must be visited. Figure 3.8 depicts an example of GHT tree, in
(a) the partitioning is presented and a range query is specified. The
corresponding tree structure is shown in (b). At the search time, we
traverse the left subtree if d(q, p1) − r ≤ d(q, p2) + r. The right sub-
tree is visited if d(q, p1) + r ≥ d(q, p2) − r holds. Again, note that
it is possible to enter both the subtrees. The first inequality is from
Lemma 2.4.4 and from the fact that d(q, o) ≤ r, i.e. the constraint of
range query. The second inequality is based on the same prerequi-
sites, however, Lemma 2.4.4 is used the other way around, that is,

1Assuming that the distance to the pivot in the parent node is not computed again
in the child node.
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Figure 3.8: Generalized Hyperplane Tree (GHT): (a) hyperplane par-
titioning and both the partitions must be accessed to an-
swer the given range query, (b) the corresponding struc-
ture of the tree.

the assumption on position of o is d(o, p1) ≥ d(o, p2).
A modification of GHT, which adopts the idea of reusing one

pivot from the parent node, applied in MBT trees, is presented in [15].
The space complexity of GHT trees is O(n) and they need

O(n log n) distance computations to construct the tree, it is the same
as BST trees. Unfortunately, the search complexity was not analyzed
by authors. Uhlmann in [83] argues the GHT trees could work better
than VPT trees in high dimensions.

3.2.3 GNAT

The essential idea of GHT is extended in the next work [14] that
presents GNAT (Geometric Near-neighbor Access Tree). GNAT is
a generalization of GHT that uses m pivots in each internal node.
In particular, we pick a set of pivots P = {p1, . . . , pm} and split the
dataset X into S1, . . . , Sm subsets depending on the shortest distance
to a pivot in P . In other words, for any object o ∈ X−P , o is a member
of the set Si iff d(pi, o) ≤ d(pj, o) for all j = 1, . . . , m. Thus, applying
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Figure 3.9: An example of partitioning used in the Geometric Near-
neighbor Access Tree in (a) and the corresponding tree in
(b).

this procedure recursively we build an m-ary tree. Figure 3.9 shows
a simple example of the first level of GNAT. Remark the relationship
between this idea and a Voronoi-like partitioning of vector spaces [2].
Each subset Si corresponds to a cell in the Voronoi diagram, Brin [14]
calls this cell as the Dirichlet domain. Brin also suggests that the pa-
rameter m can vary with the level in the tree and describes that the
number of children (m) depends proportionally on the number of
data objects allocated in the node.

Besides the m-ary partitioning principle, GNAT also stores infor-
mation about distances between pivots and objects in subtrees. This
enables further pruning during the search and implies that the range
search algorithm is quite different from GHT trees. In each internal
node, a table m × m consisting of ranges of distances is stored. In
particular, ranges store the minimum and maximum of distances be-
tween each pivot pi and each subset Sj . Formally, the range [rij

l , rij
h ],

where i, j = 1, . . . , m, is defined as follows:

rij
l = min

o∈Sj∪{pj}
d(pi, o),
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Figure 3.10: Example of the pruning effect of ranges. The query
R(q1, r1) needs only the range [rij

l , rij
h ] to eliminate the

subtree of pj . As for the query R(q2, r2), the range [rij
l , rij

h ]
is not sufficient for skipping the subtree of pj and the
range [rjj

l , rjj
h ] is also used and pj is then eliminated.

rij
h = max

o∈Sj∪{pj}
d(pi, o).

Figure 3.10 illustrates two ranges, the first [rij
l , rij

h ] is defined for piv-
ots pi and pj while the second [rjj

l , rjj
h ] for pivot pj itself.

The range search algorithm for a range query R(q, r) specified
in [14] proceeds in a depth-first manner. In each internal node n,
the distances between q and pivots of n are computed gradually and
some subtrees can be eliminated in each step. After all distances from
q to pivots have been computed, the algorithm visits all subtrees that
were not eliminated. In detail, the procedure applied in each internal
node can be described in the following steps. We start with the set
P consisting of all pivots of the examined node. Next, we pick one
pivot pi from P repeatedly (but we do not pick the same pivot twice)
and compute the distance d(pi, q). If d(pi, q) ≤ r holds the pivot pi is
reported to the query result. Afterwards, for all pj ∈ P we remove
pj from P if d(q, pi) − r > rij

h or d(q, pi) + r < rij
l . Those inequalities
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are direct consequences of the lower bound max{d(q, pi) − rij
h , rij

l −
d(q, pi)} ≤ r of Lemma 2.4.2 with d(q, o) ≤ r. When all pivots in
P have been examined, the subtrees of the node n that correspond
to remaining pivots in P are visited. Note that a pivot pj can be
discarded from P before its distance to q is evaluated. Figure 3.10
depicts the situation where two range queries R(q1, r1), R(q2, r2) are
given. Only the range [rij

l , rij
h ] is sufficient for the query R(q1, r1) to

discard pj. However, the other query needs additional range, that is
[rjj

l , rjj
h ], to prune the subtree around pj.

The space complexity of GNAT index structure is O(nm2) since
tables consisting of m2 elements are stored in each internal node.
GNAT is built in O(nm logm n). The search complexity was not an-
alyzed by authors but experiments [14] reveal the fact that GNAT
outperforms GHT and VPT.

3.3 M-Tree

All indexing methods described earlier are either static, unbalanced,
or both. Thus, they are not suitable in dynamic environments, where
data are subject of permanent changes, or in the area of large data
warehouses, where disk-based techniques are necessary. Authors
of [25] present MT (M-Tree) that is designed as a dynamic and bal-
anced index structure with the capability of disk storages. The idea
of R-Trees [47], obviously inherited from B-Trees, i.e. tree grows from
its leaves to the root, is also utilized in M-Trees. This conception pro-
vides the balanced tree structure regardless how many insertions or
deletions were made and has impacts on the search performance.

In general, MT behaves like the R-Tree, that is, all objects are
stored or referenced in leaf nodes while internal nodes keep pointers
to nodes at the next lower level along with additional information
about their subtrees. Recall that R-Trees store minimum bounding
rectangles in non-leaf nodes that cover subtrees. In general metric
spaces, we cannot define bounding rectangles, hence, MT trees use
a pivot and a covering radii to form a covering ball. In MT, pivots
play similar roles as in GNAT, however, unlike GNAT, all objects are
stored in leaves. An object can be referenced multiple times in the
tree, that is, once in a leaf node and once or more in internal nodes
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as a pivot.
In details, each node in MT consists of m entries. An entry of a

non-leaf node is a tuple (p, rc, d(p, pp), ptr), where p is a pivot, rc is
the corresponding covering radius, pp is the parent pivot of p (super-
script p denotes parent), d(p, pp) is the distance from p to the parent
pivot pp, and finally, ptr is the pointer to the child node of pivot p.
All objects o in the subtree rooted in ptr are within the distance rc

from p, i.e. d(o, p) ≤ rc. In the next, we will show that distances to
parent objects enhance the pruning effect. Similarly, an entry of a
leaf node consists of a tuple (o, d(o, op)), where o is a database object,
d(o, op) is the distance between o and its parent object (pivot). Fig-
ure 3.11 depicts MT consisting of three levels. Observe that the cov-
ering radius of a non-leaf entry (e.g. root entries in the figure) is not
necessarily the minimum radius for the objects in the corresponding
subtree. The minimum radius is emphasized with a dotted circle. If
minimum values of covering radii are used the overlap of entries is
minimized, furthermore, this results in a more efficient search. If a
bulk-load algorithm [24] is used for building MT the covering radii
are set to their minimum values.

MT is a dynamic structure, thus, we can build the tree gradually
as new data come. The insertion algorithm looks for the best leaf
node to insert a new object on and inserts it. The heuristic that finds
the suitable leaf works as follows. The algorithm descends along a
subtree for which no enlargement of covering radius rc is needed,
i.e. d(on, p) ≤ rc. If multiple subtrees with this property exist, the one
for which object on is closest to its pivot is chosen. Figure 3.11 shows
the situation where the object o11 can be inserted into two subtrees
around pivots o7, o2, finally, o11 is inserted into the subtree of o7. If
there is no pivot for which no enlargement is need the algorithm’s
choice is to minimize the increase of the covering radius. At last,
the new object on is inserted into selected leaf node. The insertion
into the leaf may cause overflow, the leaf splits and a new pivot is
selected. Note that the overflow may propagate to the root node
and the tree grows one level in the bottom-up fashion. A number of
heuristics for choosing the most suitable leaf node and for splitting
nodes is considered in [25].

The range search algorithm for R(q, r) traverses the tree in a
depth-first manner, initiated in the root. During the search we make
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Figure 3.11: Example of M-Tree (MT) that consists of 3 levels. Above,
the 2-D representation of partitioning where pivots are
denoted with crosses and the circles around pivots cor-
respond to values of covering radii. Observe that balls
around pivots can intersect. The dotted circles represent
the minimum values of covering radii. If they are used
no overlap is achieved. Below, the corresponding tree
structure is shown.
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use of all stored distances to parent objects. Assume that the current
node n is an internal node, we consider all entries (p, rc, d(p, pp), ptr)
of n.

• If |d(q, pp) − d(p, pp)| − rc > r the subtree pointed ptr does not
need to be visited and the entry is pruned. This pruning crite-
rion is based on the fact that the expression |d(q, pp)−d(p, pp)|−
rc is a lower bound on distance d(q, o), where o is any object
in the subtree ptr. Thus, if the lower bound is greater than the
query radius r the subtree need not to be visited because no
object in the subtree can qualify the range query.
Proof: We have to prove that the lower bound
|d(q, pp) − d(p, pp)| − rc ≤ d(q, o) is correct. The lower bound is
a consequence of Lemma 2.4.1 and Lemma 2.4.3. Lemma 2.4.1
provides us with the lower and upper bound on the distance
d(q, p). If we use p and pp as o and p in the lemma, respec-
tively, we get the lower bound |d(q, pp) − d(p, pp)| ≤ d(q, p)
and the upper bound d(q, p) ≤ d(q, pp) + d(p, pp). The
distances d(p, o) are in the range [0, rc] because all objects
o in the subtree ptr are within the covering ball estab-
lished by pivot p with the covering radius rc. Now, using
Lemma 2.4.3 we obtain the lower on the distance d(q, o). If
we substitute rl = 0, rh = rc and r′l = |d(q, pp) − d(p, pp)|,
r′h = d(q, pp) + d(p, pp) we get the lower bound
max{|d(q, pp)−d(p, pp)|− rc, 0− (d(q, pp)+d(p, pp)), 0} ≤ d(q, o).
The expression 0− (d(q, pp) + d(p, pp)) is always negative, thus,
the lower bound is |d(q, pp) − d(p, pp)| − rc ≤ d(q, o).

• If |d(q, pp) − d(p, pp)| − rc ≤ r holds we cannot avoid com-
puting the distance d(q, p). Having the value of d(q, p) we
can still prune some branches using the following criterion:
d(q, p) − rc > r. This pruning criterion is a direct result of the
lower bound in Lemma 2.4.2 with the substitution rl = 0 and
rh = rc (the lower and upper bounds on the distance d(p, o)).

• All non-pruned entries are recursively searched.
Leaf nodes are processed similarly. Each entry (o, d(o, op)) is

tested on the pruning condition |d(q, op) − d(o, op)| > r. If it holds
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the entry can be safely pruned. This pruning criterion is the lower
bound in Lemma 2.4.1. If the entry cannot be discarded the distance
d(q, o) is evaluated and the object o is reported if d(q, o) ≤ r. Note that
in all three steps where pruning criteria are defined we discard some
entries without computing distances of the corresponding objects.

The algorithm for k-nearest neighbor queries is based on the
range search algorithm and instead of the query radius r the distance
to the kth nearest neighbor is used, for details see [25]. In [27], authors
extend MT to support complex similarity queries which are defined
through a generic language. In other words, complex queries con-
sist of more than one similarity predicate. An application of complex
similarity queries is relevance feedback techniques.

The space complexity is O(n + m ∗ N) distances, n is the number
of distances stored in leaves, N is the number of internal nodes, each
node has capacity of m entries. The claimed construction complexity
is O(n(m . . .m2) logm n) distances. The search complexity was not an-
alyzed by authors of [25] but in [26] a cost model of MT is presented.
However, the experiments in [25] show that MT is resistant to the
dimensionality of the space and is competitive against R∗-trees.

3.3.1 Slim Trees

In [53], ST (Slim Tree) is proposed. ST is an extension of M-Tree that
speeds up insertion and node splitting algorithms while also improv-
ing the storage utilization.

The proposed splitting algorithm is based on the minimum span-
ning tree (MST) [59], which has been successfully used in clustering.
Assume a set of n objects of a node which has to be split we consider
a fully connected graph consisting of n objects (acting as vertices)
and n ∗ (n − 1) edges. The weight of an edge is the distance between
the edge’s vertices. The algorithm proceeds the next steps:

1. build the minimum spanning tree on the full graph,

2. delete the longest edge,

3. resulting two components of the graph form the new nodes,

4. choose a pivot of each group – the object whose maximum dis-
tance to all other objects in the group is the shortest.
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Unfortunately, the algorithm does not guarantee the minimal occu-
pation of each node, which is often dm/2e where m is the node’s ca-
pacity (maximum number of entries). However, the algorithm tries
to minimize the overlap of nodes.

As the post-processing step, authors [53] presents Slim-down al-
gorithm that even reduces the overlap between nodes and increases
the storage utilization. The most promising split strategy claimed
by authors of M-Tree [25] is minMax splitting algorithms. This al-
gorithm has complexity O(n3), where n is the number of objects in
a node to be split. On contrary, the proposed MST-splitting method
has O(n2 log n) requirements.

Very recently, another extension of building algorithms for M-
Trees was proposed [80]. The authors propose two techniques, a
multi-way insertion algorithm and a generalized slim-down algo-
rithm. The multi-way method increases node utilization thus it leads
to smaller index files. The slim-down algorithm of ST (Slim Tree) is
generalized and causes better query performance for both the range
and nearest neighbor queries. A combination of these approaches is
also considered.

3.4 Spatial Approximation Tree

Previously presented indexes use some partitioning principle to re-
cursively divide the data space into partitions. GHT and GNAT are
inspired by the Voronoi-like partitioning. In this section, we intro-
duce SAT (sa-tree – Spatial Approximation Tree) [67, 69]. SAT is
based on Voronoi diagrams, however, it does not create a hierar-
chical structure which recursively partitions data into two or more
Voronoi cell-like regions. In contrast, SAT trees try to approximate
the structure of the Delaunay graph. Given a Voronoi diagram, a De-
launay graph defined in [69] is a graph where each node represents
one cell of the Voronoi diagram and nodes are connected with an
edge if the corresponding Voronoi cells are directly neighboring. In
other words, the Delaunay graph is a representation of relations be-
tween cells in the Voronoi diagram. Next, we will use the term object
for a node of Delaunay graph and vice versa. The search algorithm
for the nearest neighbor of a query object q starts with an arbitrary
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object (node in the Delaunay graph) and proceeds to a neighboring
object closer to q as long as it is possible. If we reach an object o
where all neighbors of o are further from q than o we have found the
nearest neighbor of q – the object o. The correctness of this simple
algorithm is guaranteed because of the property of Delaunay graphs
that if q is closer to an object o than to any of the neighbors of o then
o is the closest object to q. Unfortunately, it is possible to show that
without more information about given metric space M = (D, d), the
knowledge of distances among objects in a finite set X ⊆ D does not
uniquely determine the Delaunay graph for X , for further details
see [69, 51]. Thus, the only way to ensure that the search procedure
is correct is to use a complete graph, that is, the graph containing all
edges between all pairs of objects in X . However, such a graph is not
suitable for searching because the decision of which edge should be
traversed from the starting object requires computing distances from
the query to all remaining objects in X . In fact, this is the same as
linear scan of all objects in the database and from the search point of
view it is useless.

SAT is defined for a dataset X as follows. An arbitrary object p
is selected as a root of the tree and the smallest possible set N(p) of
all its neighbors is determined. For every neighbor, a child node is
defined and the closest objects to the child are structured in the same
way in this subtree. The distance to the furthest object o from p is
also stored in each node, i.e. for the root node, maxo∈X d(p, o). In
established terminology, it is the covering radius rc. The set N(p) of
neighbors of p is defined as:

o ∈ N(p) ⇔ ∀o′ ∈ N(p) \ {o} : d(o, p) < d(o, o′).

The intuition behind this definition is that, for a valid set N(p) (not
necessarily the smallest), each object of N(p) is closer to p than to any
other object in N(p) and all objects in X \N(p) are closer to an object
in N(p) than to p. Figure 3.12(b) shows an example of SAT built on
a dataset depicted in Figure 3.12(a). As the root node the object o1 is
selected, the set of neighbors for o1 is N(o1) = {o2, o3, o4, o5}. Note
that object o7 cannot be included in N(o1) since o7 is closer to o3 than
to o1.

Unfortunately, the construction of minimum set N(p) is very ex-
pensive. Navarro in [69] argues that it is an NP-complete problem
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Figure 3.12: SAT tree is built over a dataset in (a). In (b), SAT tree is
depicted where o1 is selected as root.

and proposes a heuristic that constructs the possible set of neighbors,
nonetheless, not minimal. The heuristic starts with an object p and a
set S = X \ {p}, N(p) is initially empty. First, we sort the members of
S by their distance to p. Then, we gradually pick an object o from S
and add it to N(p) if is is closer to p than to any other object in N(p).
As a result, we have a suitable set of neighbors.

The range search algorithm for the query R(q, r) starts at the
root node and traverses the tree visiting all non-discardable subtrees.
Specifically, at the node p, we have the set of all neighbors N(p). First,
we locate the closest object oc ∈ N(p)∪{p} to q. Next, we can discard
all subtrees od ∈ N(p) such that

d(q, od) > 2r + d(q, oc). (3.3)

Proof: The pruning criterion is a consequence of
Lemma 2.4.4 with p1 = od and p2 = oc. In particular, we get
max{d(q,od)−d(q,oc)

2
, 0} ≤ d(q, o) from Lemma 2.4.4. Providing that

d(q, o) ≤ r (range query constraint) and q is closer to oc than od we
have d(q,od)−d(q,oc)

2
≤ r from the lower bound of Lemma 2.4.4. We can

prune the branch od if d(q,od)−d(q,oc)
2

> r, that is, d(q, od) > 2r+d(q, oc).
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The closest object oc to q is selected because we want to maximize
the lower bound of Lemma 2.4.4. When the current node is not the
root of tree we can even improve the pruning effect. Figure 3.13 de-
picts a sample of SAT tree with the root t, the current node is p and
all its neighbors are p1, p2, p3, the query object q is specified. Above
presented algorithm selects p as the closest object to q, even though,
the object s2 is closer. If we choose s2 as the closest object we fur-
ther maximize the effect of pruning condition. However, it requires
to modify the procedure of picking the closest object as follows: we
select oc from all ancestors of p and their neighbors to get the closest
object, i.e. oc ∈

⋃

o∈A(p)(N(o) ∪ {o}), where A(p) consists of all ances-
tors of p and their neighbors (in the figure, A(p) consists of the root
node t and all its neighbors including p). Finally, the covering radius
rc of each node is used to further reduce the search costs. We do not
visit a node p if d(q, p) > rc + r. This expression is derived from the
lower bound in Lemma 2.4.2 with rl = 0, rh = rc and from the fact
that d(q, o) ≤ r. We must remark that the search algorithm is correct
and returns all qualifying objects regardless the strategy of selecting
the closest object oc. In other words, the strategy only influences the
efficiency of pruning, see Equation 3.3.

The tree is built in O(n log n/ log log n), takes O(n) space and the
search complexity is Θ(n1−Θ(1/ log log n)). For further details, see [69, 67,
51]. SAT is designed as a static structure a dynamic version of SAT is
presented in [70].

3.5 Distance Matrix Methods

Finally, we discuss other techniques than presented in previous sec-
tions. These methods are based on usage of matrices of distance be-
tween objects in metric space. Matrices are then used in search al-
gorithm to prune not qualifying objects. Specifically, we present Ap-
proximating and Eliminating Search Algorithm and its linear vari-
ant. We also mention other modifications or improvements such as
TLAESA, ROAESA, and Spaghettis. At last, we focus on mapping-
based approaches that transform a metric space into a vector space
and discuss related issues.
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Figure 3.13: A sample of SAT with the root t and the query object q
are provided. At the current node p, the range search
algorithm selects the object p as the closest object to q
while s2 is closer to q than p. An improved variant of
search algorithm selects the closest object from all an-
cestors and their neighbors, i.e. s2 is selected instead of
p. The dashed lines represent the boundaries between
Voronoi cell of the first level of SAT tree. The dotted lines
depict the same for the second level.

3.5.1 AESA

AESA (Approximating and Eliminating Search Algorithm) pre-
sented in [75, 84] uses a matrix of distances between database ob-
jects which were computed during the creation of the AESA struc-
ture. The structure is simply a matrix n × n consisting of distances
between all pairs of n database objects. Particularly, due to symme-
try property of metric function only a half of the matrix below the
diagonal is stored, that is, n(n − 1)/2 distances. In comparison with
previous methods, every object in AESA plays the role of pivot.

The search operation for range query R(q, r) (for the nearest
neighbors queries works similarly) picks an object p at random and
uses it as a pivot. The distance from q to p is evaluated and is used for
pruning some objects. We can prune object o if |d(p, o) − d(q, p)| > r,
that is, the lower bound in Lemma 2.4.1 is greater than the query

64



3. METRIC INDEX STRUCTURES

radius r. Next, the algorithm chooses next pivot among all non-
discarded objects up to now. The choice of pivot is influenced by the
lower bound |d(p, o)−d(q, p)| since we want to maximize the pruning
effect we have to maximize the lower bound that results in the choice
of the closest object p to q [75]. The new pivot is used in the pruning
condition for further elimination of some non-discarded objects. This
process is repeated until the set of non-discarded objects is not small
enough. Finally, the remaining objects are checked directly with q,
i.e. distances d(q, o) are evaluated and objects satisfying d(q, o) ≤ r
are reported.

According to experiments presented in [84], AESA performs an
order of magnitude better than other competing methods and is ar-
gued that it has a constant query time with respect to the size of
database (O(1)). This superior performance is obtained at the ex-
pense of quadratic space complexity O(n2) and quadratic construc-
tion complexity. The extra CPU time is spent in scanning the matrix,
the extra time is from O(n) up to O(n2), however, we should note that
one distance computation is much more expensive than one scan in
matrix. Although the performance is promising, AESA is applicable
only for small data sets of at most a few thousand objects. On con-
trary, if range queries with large radii or nearest neighbors queries
with high k are specified AESA tends to to require O(n) distance
computations, the same as a trivial linear scan.

3.5.2 LAESA

The main drawback of AESA approach being quadratic in space is
solved in LAESA structure (Linear AESA) [64, 65]. This method al-
leviates this disadvantage by choosing a fixed number k of pivots
whose distances to other objects are kept. Thus, the distance ma-
trix is n × k rather than n(n − 1)/2 entries in AESA. Usage of only
a relatively small number of pivots needs an algorithm for selecting
appropriate pivots, which can advance pruning during the search.
In [65], the pivot selection algorithm attempts to choose pivots far
away from each other as possible.

The search procedure is nearly the same as in AESA except that
some objects are not pivots. Thus, we cannot choose next pivot
from non-discarded object up now because we might have elimi-
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nated some pivots. First, the search algorithm eliminates objects us-
ing all pivots. Next, all remaining objects are directly compared to
the query object q. More details can be found in [51] as well as other
search algorithms (nearest neighbor queries, ranking queries).

The space complexity of LAESA and construction time are O(kn).
The search requires k + O(1). The extra CPU time is reduced by a
modification called TLAESA and introduced in [63]. TLAESA builds
a GHT tree-like structure using the same k pivots and the extra CPU
time is between O(log n) and O(kn). AESA and LAESA approaches
are compared in [74].

3.5.3 Other Methods

A similar structure to LAESA is presented in [79] which also stores kn
distances in a matrix n×k. However, the search procedure is slightly
different. The objects in database (o1, . . . on) are sorted by distance
to the first pivot p1. The search starts with the object oi whose dis-
tance from p1 is nearly the same as d(p1, q), i.e. |d(p1, oi) − d(q, p1)|
is minimum where i = 1..n, note that this is the lower bound in
Lemma 2.4.1. The object oi is checked against all pivots whether the
pruning condition |d(pj, oi)− d(q, pj)| > r is valid for any pj , j = 1..k.
If oi cannot be eliminated the distance d(q, oi) is computed. The
search continues with objects oi+1, oi−1, oi+2, oi−2, . . . until the prun-
ing condition |d(p1, oi) − d(q, p1)| > r is valid.

Another improvement of LAESA method is Spaghettis, intro-
duced in [19]. This approach also stores kn distances between
all n objects and k pivots. Each array of distances to a pivot is
sorted according to the distance. Two objects oi, oj can have differ-
ent order in two arrays because their distances to the correspond-
ing pivots differ (e.g. d(p1, oi) < d(p1, oj) and d(p2, oi) > d(p2, oj)).
Thus, we have to store permutations of objects with respect to the
preceding array. During the range search, k intervals are defined
[d(q, p1)− r, d(q, p1)+ r], . . . , [d(q, pk)− r, d(q, pk)+ r]. All objects qual-
ifying the query belong to the intersection of all these intervals. Each
object in the first interval is checked whether it is a member of other
intervals, at this point, the stored permutations are used for travers-
ing through arrays of distances. Finally, non-discarded objects are
directly compared with the query object directly. The extra CPU time
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is reduced to O(k log n).
Both AESA and LAESA have an overhead of O(n) in terms of

computations other than distance evaluations (i.e. searching the
matrix). In [85], a technique called ROAESA (Reduced Overhead
AESA) reduces such the cost by using some heuristics to eliminate
some unneeded traversals of matrix. However, this technique is ap-
plicable only to nearest neighbor searches the range search algorithm
is not accelerated.

LAESA can also be used as a k−NN classifier. The variant of
LAESA termed Ak-LAESA is presented in [66] and performs faster
than a standard k−NN classifier in metric spaces while it preserves
all features of LAESA.

3.6 Mapping-Based Approaches

In this section, we focus on mapping based approaches to complete
the list of techniques for indexing metric spaces. In particular, these
methods are based on transforming the original metric space into a
multidimensional vector space. In principle, any multidimensional
indexing method can be employed to speed up searching in vector
spaces. For further details, see surveys [11, 41] of multidimensional
access methods.

The transformation is based on a mapping function Ψ that trans-
forms a metric space into a vector space:

Ψ : (D, d) → ( � n, δ).

Typically, δ is an Lp metric (Minkowski distance), the most common
are the Euclidean metric L2 or the Chessboard distance L∞, which
is also used in filtering algorithms, see Section 2.6. All database ob-
jects o of the metric space are transformed using Ψ(o) into the vector
space, the query object q is also transformed Ψ(q). The rationale for
doing so is that we replace usually expensive distance d by much less
expensive distance δ.

Numerous methods are used for mapping objects into vector
spaces, they can be categorized into the following groups: domain
specific methods use some special properties of objects, dimensional-
ity reduction methods [30, 39, 55] are applied on the data sets which
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are already in vector space but the dimensionality is impractically
high for use of spatial indexes, and embedding methods are entirely
based on the original distance d and the transformation employ a
prepicted set of pivots. Of course, the dimensionality reduction tech-
niques can be applied on results of methods of the other categories
when the dimensionality is too high.

The search operation in the projected vector space needs
the mapping to be contractive, it means that δ(Ψ(o1), Ψ(o2)) ≤
d(o1, o2), ∀o1, o2 ∈ D. In particular, this property ensures that we
do not have false dismissals, i.e. the objects qualifying the query
that was falsely eliminated. However, the resulting set must be
checked with the original function d in the metric space to filter out
false positives. Besides, if the mapping function is proximity preserv-
ing the nearest neighbor queries can be directly performed in the
projected vector space without any additional refinement of the an-
swer. The mapping is proximity preserving if d(o1, o2) ≤ d(o1, o3)
⇒ δ(Ψ(o1), Ψ(o2)) ≤ δ(Ψ(o1), Ψ(o3)), ∀o1, o2, o3 ∈ D.

68



Chapter 4

D-Index

Though the number of existing search algorithms is impressive, see
[22], the search costs are still high, and there is no algorithm that is
able to outperform the others in all situations. Furthermore, most of
the algorithms are implemented as main memory structures, thus do
not scale up well to deal with large data files.

The access structure we propose, called D-Index [33], synergisti-
cally combines more principles into a single system in order to min-
imize the amount of accessed data, as well as the number of dis-
tance computations. In particular, we define a new technique to re-
cursively cluster data in separable partitions of data blocks and we
combine it with pivot-based strategies, so-called filtering techniques,
to decrease the I/O costs. In the following, we first formally specify
the underlying principles of our clustering and pivoting techniques
and then we present examples to illustrate the ideas behind the defi-
nitions.

4.1 Clustering Through Separable Partitioning

To achieve our objectives, we base our partitioning principles on a
mapping function, which we call a ρ-split function, where ρ is a real
number constrained as 0 ≤ ρ < d+. The concept of ρ-split func-
tions was originally published by Yianillos [88] and we modify this
approach to our needs. In order to gradually explain the concept of
ρ-split functions, we first define a first order ρ-split function and its
properties.
Definition: Given a metric space M = (D, d), a first order ρ-split
function s1,ρ is the mapping s1,ρ : D → {0, 1,−}, such that for arbi-
trary different objects x, y ∈ D, s1,ρ(x) = 0 ∧ s1,ρ(y) = 1 ⇒ d(x, y) >
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2ρ (separable property) and ρ2 ≥ ρ1 ∧ s1,ρ2(x) 6= − ∧ s1,ρ1(y) = − ⇒
d(x, y) > ρ2 − ρ1 (symmetry property).

In other words, the ρ-split function assigns to each object of the
space D one of the symbols 0, 1, or −. Moreover, the function must
hold the separable and symmetry properties. The meaning and the
importance of these properties will be clarified later.

We can generalize the ρ-split function by concatenating n first or-
der ρ-split functions with the purpose of obtaining a split function of
order n.
Definition: Given n first order ρ-split functions s1,ρ

1 , . . . , s1,ρ
n

in the metric space (D, d), a ρ-split function of order n sn,ρ =
(s1,ρ

1 , s1,ρ
2 , . . . , s1,ρ

n ) : D → {0, 1,−}n is the mapping, such that for
arbitrary different objects x, y ∈ D, ∀i s1,ρ

i (x) 6= − ∧ ∀i s1,ρ
i (y) 6=

− ∧ sn,ρ(x) 6= sn,ρ(y) ⇒ d(x, y) > 2ρ (separable property) and
ρ2 ≥ ρ1 ∧ ∀i s1,ρ2

i (x) 6= − ∧ ∃j s1,ρ1

j (y) = − ⇒ d(x, y) > ρ2 − ρ1

(symmetry property).

An obvious consequence of the ρ-split function definitions, useful
for our purposes, is that by combining n ρ-split functions of the first
order s1,ρ

1 , . . . , s1,ρ
n , which have the separable and symmetric proper-

ties, we obtain a ρ-split function of nth order sn,ρ, which also demon-
strates the separable and symmetric properties. We often refer to the
number of symbols generated by sn,ρ, that is the parameter n, as the
order of the ρ-split function. In order to obtain an addressing scheme,
we need another function that transforms the ρ-split strings into in-
teger numbers, which we define as follows.
Definition: Given a string b =(b1, . . . , bn) of n elements 0, 1, or −, the
function 〈·〉 : {0, 1,−}n → [0..2n] is specified as:

〈b〉 =

{

[b1, b2, . . . , bn]2 =
∑n

j=1 2n−jbj , if ∀j bj 6= −
2n, otherwise

When all the elements are different from ‘−’, the function 〈b〉 sim-
ply translates the string b into an integer by interpreting it as a binary
number (which is always less than 2n), otherwise the function returns
2n.
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By means of the ρ-split function and the 〈·〉 operator, we can as-
sign an integer number i (0 ≤ i ≤ 2n) to each object x ∈ D, i.e., the
function can group objects from D in 2n + 1 disjoint subsets.

Assuming a ρ-split function sn,ρ, we use the capital letter Sn,ρ to
designate partitions (subsets) of objects from X ⊆ D, which the func-
tion can produce. More precisely, given a ρ-split function sn,ρ and a
set of objects X , we define Sn,ρ

[i] (X) = {x ∈ X | 〈sn,ρ(x)〉 = i}. We call
the first 2n sets the separable sets. The last set that is the set of objects
for which the function 〈sn,ρ(x)〉 evaluates to 2n is called the exclusion
set.

For illustration, given two split functions of order 1, s1,ρ
1 and s1,ρ

2 ,
a ρ-split function of order 2 produces strings as a concatenation of
strings returned by functions s1,ρ

1 and s1,ρ
2 .

The combination of the ρ-split functions can also be seen from
the perspective of the object data set. Considering again the illus-
trative example above, the resulting function of order 2 generates an
exclusion set as the union of the exclusion sets of the two first order
split functions, i.e. (S1,ρ

1[2](D) ∪ S1,ρ
2[2](D)). Moreover, the four separa-

ble sets, which are given by the combination of the separable sets
of the original split functions, are determined as follows: {S1,ρ

1[0](D) ∩

S1,ρ
2[0](D), S1,ρ

1[0](D) ∩ S1,ρ
2[1](D), S1,ρ

1[1](D) ∩ S1,ρ
2[0](D), S1,ρ

1[1](D) ∩ S1,ρ
2[1](D)}.

The separable property of the ρ-split function allows to partition
a set of objects X in subsets Sn,ρ

[i] (X), so that the distance from an ob-
ject in one subset to another object in a different subset is more than
2ρ, which is true for all i < 2n. We say that such disjoint separation
of subsets, or partitioning, is separable up to 2ρ. This property will
be used during the retrieval, since a range query with radius r ≤ ρ
requires to access only one of the separable sets and, possibly the ex-
clusion set. For convenience, we denote a set of separable partitions
{Sn,ρ

[0] (D), . . . , Sn,ρ
[2n−1](D)} as {Sn,ρ

[·] (D)}. The last partition Sn,ρ
[2n](D) is

the exclusion set.
When the ρ parameter changes, the separable partitions shrink or

widen correspondingly. The symmetric property guarantees a uni-
form reaction in all the partitions. This property is essential in the
similarity search phase as detailed in Sections 4.4.2 and 4.4.3.
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4.2 Pivot-Based Filtering

In general, the pivot-based algorithms can be viewed as a mapping
Ψ from the original metric space M = (D, d) to a n-dimensional vec-
tor space with the L∞ distance. The mapping assumes a set P =
{p1, p2, . . . pn} of objects from D, called pivots, and for each database
object o, the mapping determines its characteristic (feature) vector
as Ψ(o) = (d(o, p1), d(o, p2), . . . d(o, pn)). We designate the new metric
space as MP = ( � n, L∞). At search time, we compute for a query
object q the query feature vector Ψ(q) = (d(q, p1), d(q, p2), . . . d(q, pt))
and discard for the search radius r an object o if

L∞(Ψ(o), Ψ(q)) > r (4.1)

In other words, the object o can be discarded if for some pivot pi,

| d(q, pi) − d(o, pi) |> r (4.2)

Due to the triangle inequality, the mapping Ψ is contractive, that is all
discarded objects do not belong to the result set. However, some not-
discarded objects may not be relevant and must be verified through
the original distance function d(·). For more details, see Section 2.6
or [21].

4.3 Illustration of the idea

Before we specify the structure and the insertion/search algorithms
of D-Index, we illustrate the ρ-split clustering and pivoting tech-
niques by simple examples.

It is intuitively clear that many ρ-split functions can be defined,
and that some of functions can be more convenient than the others,
which might also depend on the data. On the extreme basis, a ρ-
split function can allocate all objects in one of the subsets (partitions)
either in a separable set or in the exclusion set, keeping the others
empty. Of course, there is no meaning in such a split whatever subset
would contain the result. Considering the fact that we can combine
several first-order ρ split functions in order to obtain smaller separa-
ble partitions, we can say that a good ρ-split function should aim at
maximizing the following two objective measures:
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balancing – Separable sets should be of (approximately) equal size
to avoid a skew in object allocation for separable sets. In prin-
ciple, there are two reasons to achieve such the objective. First,
since one of the separable sets can always be neglected for any
kind of query, balanced partitions should guarantee good per-
formance on the average – large sets have high probability of
access, provided the distribution of query objects follows the
distribution of searched data, which is usually true. Second,
recursive partitioning of unbalanced sets can only increase the
data allocation skew.

minimization – The exclusion set should be small, because it is the
set that cannot typically be eliminated from the search point of
view.

Several different types of first order ρ-split functions are pro-
posed, analyzed, and evaluated in [32]. The ball partitioning split
(bps) originally proposed in [88] under the name excluded middle
partitioning, provided the smallest exclusion set. For this reason, we
also apply this approach that can be characterized as follows.

The ball partitioning ρ-split function bpsρ(x, xv) uses one object
xv ∈ D and the medium distance dm to partition the data file into
three subsets BPS1,ρ

[0] , BPS1,ρ
[1] and BPS1,ρ

[2] – the result of the function
〈bps1,ρ(x)〉 gives the index of the set to which the object x belongs, for
convenience see Figure 4.1.

bps1,ρ(x) =











0 if d(x, xv) ≤ dm − ρ
1 if d(x, xv) > dm + ρ
− otherwise

(4.3)

Note that the medium distance dm is relative to xv and it is defined
to satisfy the balancing requirement, the cardinality of the set BPS1,ρ

[0]

and the cardinality of BPS1,ρ
[1] are nearly the same. In other words,

the number of objects with distances smaller than or equal to dm is
practically the same as the number of objects with distances larger
than dm. For more details, see [87].

In order to see that the bpsρ-split function behaves in the desired
way, it is sufficient to prove that the separable and symmetric prop-
erties hold.
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Figure 4.1: The ball partitioning based on the excluded middle parti-
tioning

Separable property We have to prove that ∀x0 ∈ BPS1,ρ
[0] , x1 ∈

BPS1,ρ
[1] : d(x0, x1) > 2ρ.

Proof: If we consider the definition of the bps1,ρ split func-
tion in Equation 4.3, we can write d(x0, xv) ≤ dm − ρ and
d(x1, xv) > dm + ρ. Since the triangle inequality among
x0, x1, xv holds, we get d(x0, x1) + d(x0, xv) ≥ d(x1, xv). If we
combine these inequalities and simplify the expression, we get
d(x0, x1) > 2ρ.

Symmetric property We have to prove that ∀x0 ∈ BPS1,ρ2

[0] , x1 ∈

BPS1,ρ2

[1] , y ∈ BPS1,ρ1

[2] : d(x0, y) > ρ2 − ρ1 and d(x1, y) > ρ2 − ρ1

with ρ2 ≥ ρ1.
Proof: We prove the assertion only for the object x0 be-
cause the proof for x1 is analogous. Since y ∈ BPS1,ρ1

[2] then
d(y, xv) > dm − ρ1. Moreover, since x0 ∈ BPS1,ρ2

[0] then
dm − ρ2 ≥ d(x0, xv). By summing both the sides of the
above inequalities we obtain d(y, xv) − d(x0, xv) > ρ2 − ρ1.
Finally, from the triangle inequality we have that
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Figure 4.2: Combination of two first-order ρ split functions applied
on the two-dimensional space.

d(x0, y) ≥ d(y, xv) − d(x0, xv) and then d(x0, y) > ρ2 − ρ1.

As explained in Section 4.1, once we have defined a set
of first order ρ-split functions, it is possible to combine them
in order to obtain a function that generates more partitions.
This idea is depicted in Figure 4.2 where two bps-split func-
tions, on the two-dimensional space, are used. The domain
D, represented by the gray square, is divided into four regions
{S2,ρ

[·] (D)}={S2,ρ
[0] (D), S2,ρ

[1] (D), S2,ρ
[2] (D), S2,ρ

[3] (D)}, corresponding to the
separable partitions. The partition S2,ρ

[4] (D), the exclusion set, is rep-
resented by the brighter region and it is formed by the union of the
exclusion sets resulting from the two splits.

In Figure 4.3, the basic principle of the pivoting technique is il-
lustrated, where q is the query object, r the query radius, and pi a
pivot. Provided the distance between any object and pi is known, the
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pi

r

q

r

q

Figure 4.3: Example of pivots behavior.

gray area represents the region of objects x, that do not belong to the
query result. This can easily be decided without actually comput-
ing the distance between q and x, by using the triangle inequalities
d(x, pi) + d(x, q) ≥ d(pi, q) and d(pi, q) + d(x, q) ≥ d(x, pi), and re-
specting the query radius r. Naturally, by using more pivots, we
can improve the probability of excluding an object without actually
computing its distance with respect to q. More details are provided
in Section 2.6.

4.4 System Structure and Algorithms

In this section we specify the structure of the Distance Searching In-
dex, D-Index, and discuss the problems related to the definition of
ρ-split functions and the choice of reference objects. Then we specify
the insertion algorithm and outline the principle of searching. Fi-
nally, we define the generic similarity range and nearest neighbor
algorithms.

4.4.1 Storage Architecture

The basic idea of the D-Index is to create a multilevel storage and
retrieval structure that uses several ρ-split functions, one per each
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level, to create an array of buckets for storing objects. On the first
level, we use a ρ-split function for separating objects of the whole
data set. For any other level, objects mapped to the exclusion bucket
of the previous level are the candidates for storage in separable buck-
ets of this level. Finally, the exclusion bucket of the last level forms
the exclusion bucket of the whole D-Index structure. It is worth not-
ing that the ρ-split functions of individual levels use the same value
of the parameter ρ. Moreover, split functions can have different or-
der, typically decreasing with the level, allowing the D-Index struc-
ture to have levels with the different number of buckets. More pre-
cisely, the D-Index structure can be defined as follows.
Definition: Given a set of objects X ⊂ D, the h-level distance
searching index DIρ(X, m1, m2, . . . , mh) with the buckets at each
level separable up to 2ρ, is determined by h independent ρ-split
functions smi,ρ

i , where i = 1, 2, . . . , h, which generate:

Exclusion bucket Ei =











Sm1,ρ
1[2m1 ](X) if i = 1

Smi,ρ
i[2mi ](Ei−1) if i > 1

Separable buckets {Bi,0, . . . , Bi,2mi−1} =











{Sm1,ρ
1[.] (X)} if i = 1

{Smi,ρ
i[.] (Ei−1)} if i > 1

From the structure point of view, you can see the buckets or-
ganized as the following two-dimensional array consisting of 1 +
∑h

i=1 2mi elements.

B1,0, B1,1, . . . , B1,2m1−1

B2,0, B2,1, . . . , B2,2m2−1
...
Bh,0, Bh,1, . . . , Bh,2mh−1, Eh

All separable buckets are included, but only the Eh exclusion bucket
is present because exclusion buckets Ei<h are recursively reparti-
tioned on the level i + 1. Then, for each row (i.e. the D-Index level)
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i, 2mi buckets are separable up to 2ρ thus we are sure that do not ex-
ist two buckets at the same level i both containing relevant objects
for any similarity range query with radius r ≤ ρ. Naturally, there is a
tradeoff between the number of separable buckets and the amount of
objects in the exclusion bucket – the more separable buckets are, the
greater the number of objects in the exclusion bucket is. However,
the set of objects in the exclusion bucket can recursively be repar-
titioned, with possibly different number of bits (mi) and certainly
different ρ-split functions. In Figure 4.4, we present an example of
such a D-Index structure with varying number of separable buckets
per level. The structure consists of six levels. The exclusion buckets,
which are recursively repartitioned are shown as the dashed squares.
Obviously, the exclusion bucket of the sixth level forms the exclusion
bucket of the whole structure. Some illustrative objects are inserted
into the structure to show the behavior of ρ-split functions. Notice
that an object (e.g. the rectangle) can fall into the exclusion set sev-
eral times until it is accommodated in a separable bucket or in the
global exclusion bucket.

4.4.2 Insertion and Search Strategies

In order to complete our description of the D-Index, we present an
insertion algorithm and a sketch of a simplified search algorithm.
Advanced search techniques are described in the next subsection.

Insertion of object x ∈ X in DIρ(X, m1, m2, . . . , mh) proceeds ac-
cording to the following algorithm.

Algorithm 4.4.1 Insertion

for i = 1 to h
if 〈smi,ρ

i (x)〉 < 2mi

x 7→ Bi,〈s
mi,ρ

i
(x)〉;

exit;
end if

end for
x 7→ Eh;

Starting from the first level, Algorithm 4.4.1 tries to accommodate x
into a separable bucket. If a suitable bucket exists, the object is stored
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th4    level: 2 buckets

th5    level: 2 buckets

th6    level: 2 buckets

rd3    level: 2 buckets

st1    level: 4 buckets

nd2    level: 4 buckets

exclusion bucket

Figure 4.4: Example of D-Index structure.
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in the bucket. If it fails for all levels, the object x is placed in the
exclusion bucket Eh. In any case, the insertion algorithm determines
exactly one bucket to store the object. As for the number of distance
computations, the D-Index needs ∑j

i=1 mi distance computations to
store a new object, assuming that the new object is inserted into a
separable bucket of jth level.

Given a query region Q = R(q, r) with q ∈ D and r ≤ ρ, a simple
algorithm can execute the query as follows.

Algorithm 4.4.2 Search
for i = 1 to h

return all objects x such that x ∈ Q ∩ B
i,〈s

mi,0

i
(q)〉

;

end for
return all objects x such that x ∈ Q ∩ Eh;

The function 〈smi,0
i (q)〉 always gives a value smaller than 2mi , because

ρ = 0. Consequently, one separable bucket on each level i is deter-
mined. Objects of the query response set cannot be in any other sepa-
rable bucket on the level i, because r is not greater than ρ (r ≤ ρ) and
the buckets are separable up to 2ρ. However, some of them can be
in the exclusion zone, Algorithm 4.4.2 assumes that exclusion buck-
ets are always accessed. For that reason, all levels are considered,
and also the exclusion bucket Eh is accessed. These straightforward
search and insertion algorithms are also presented in [43], as well as,
a short preliminary version of the D-Index. The execution of Algo-
rithm 4.4.2 requires h + 1 bucket accesses, which forms the upper
bound of a more sophisticated algorithm described in the next sec-
tion.

4.4.3 Generic Search Algorithms

The search Algorithm 4.4.2 requires to access one bucket at each level
of the D-Index, plus the exclusion bucket. In the following situations,
however, the number of accesses can even be reduced:

• if the whole query region is contained in the exclusion partition
of the level i, the query cannot have objects in the separable
buckets of this level. Thus, only the next level, if it exists, must
be considered;
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Figure 4.5: Example of use of the function G.

• if the query region is exclusively contained in a separable parti-
tion of the level i, the following levels, as well as the exclusion
bucket Eh of the whole structure, need not be accessed, thus,
the search terminates on the level i.

Another drawback of the simple algorithm is that it works only
for search radii up to ρ. However, with additional computational
effort, range queries with r > ρ can also be executed. Indeed, queries
with r > ρ can be executed by evaluating the split function sn,r−ρ

with the second parameter adjusted. In case sn,r−ρ returns a string
without any ‘−’, the result is contained in a single bucket (namely
B〈sn,r−ρ〉) plus, possibly, the exclusion bucket. Figure 4.5 provides the
example of this situation where the function s2,r−ρ returns the string
‘11’ for the range query R(q, r).

Let us now consider that the returned string contains at least one
‘−’. We indicate this string as (b1, . . . , bn) with bi = {0, 1,−}. In case
there is only one bi = ‘−’, we must access all buckets B which indexes
are obtained by replacing the ‘−’ by 0 and 1 in the result of sn,r−ρ. In
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the most general case we must substitute in (b1, . . . , bn) all symbols
‘−’ with zeros and ones to generate all possible combinations. A
simple example of this concept is illustrated in Figure 4.5 where the
query R(q′, r) enters the separable buckets denoted by ‘01’ and ‘11’
because s2,r−ρ(q′) returns ‘−1’. Similarly, the range query with the
query object q′′ visits all separable buckets because the function s
evaluates to ‘−−’.

In order to define an algorithm for this process, we need some
additional terms and notations.
Definition: We define an extended exclusive OR bit operator, ⊗,
which is based on the following truth-value table:

bit1 0 0 0 1 1 1 − − −
bit2 0 1 − 0 1 − 0 1 −

⊗ 0 1 0 1 0 0 0 0 0

Notice that the operator ⊗ can be used bit-wise on two strings of
the same length and that it always returns a standard binary number
(i.e., it does not contain any ‘−’). Consequently, 〈s1 ⊗ s2〉 < 2n is al-
ways true for strings s1 and s2 of the length n (refer to Definition 4.1).
Definition: Given a string s of the length n, G(s) denotes a subset
of Ωn = {0, 1, . . . , 2n − 1}, such that all elements ei ∈ Ωn for which
〈s⊗ ei〉 6= 0 are eliminated (interpreting ei as a binary string of length
n).

Observe that, G(− − . . .−) = Ωn, and that the cardinality of the
set is the second power of the number of ‘−’ elements (2n), that is
generating all partition identifications in which the symbol ‘−’ is al-
ternatively substituted by zeros and ones. In fact, we can use G(·) to
generate, from a string returned by a split function, the set of parti-
tions that need be accessed to execute the query. As an example let us
consider n = 2 as in Figure 4.5. If s2,r−ρ = (−1) then we must access
buckets B1 and B3. In such the case G(−1) = {1, 3}. If s2,r−ρ = (−−)
then we must access all buckets, as the function G(−−) = {0, 1, 2, 3}
indicates.

We only apply the function G when the search radius r is greater
than the parameter ρ. We first evaluate the split function using r − ρ,
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which is, of course, greater than 0. Next, the function G is applied
on the resulting string. In this way, G generates the partitions that
intersect the query region.

In the following, we specify how such ideas are applied in the D-
Index to implement generic range and nearest neighbor algorithms.

4.4.4 Range Query Algorithm

Given a query region Q = R(q, r) with q ∈ D and r ≤ d+. An ad-
vanced algorithm can execute the similarity range query as follows.
Algorithm 4.4.3 Range Search

01. for i=1 to h
02. if 〈smi,ρ+r

i (q)〉 < 2mi then
# the query is exclusively contained in a separable

bucket
03. return all objects x such that x ∈ Q ∩ B

i,〈s
mi,ρ+r

i
(q)〉

;
exit;

04. end if
05. if r ≤ ρ then

# search radius up to ρ
06. if 〈smi,ρ−r

i (q)〉 < 2mi then
# the query is not exclusively contained in the ex-

clusion bucket of the level i
07. return all objects x such that x ∈ Q ∩

B
i,〈s

mi,ρ−r

i
(q)〉

;
08. end if
09. else

# search radius greater than ρ
10. let{l1, l2, . . . , lk} = G(smi,r−ρ

i (q))
11. return all objects x such that x ∈ Q ∩ Bi,l1 or x ∈

Q ∩ Bi,l2 or . . . or x ∈ Q ∩ Bi,lk ;
12. end if
13. end for
14. return all objects x such that x ∈ Q ∩ Eh;

In general, Algorithm 4.4.3 considers all D-Index levels and eventu-
ally also accesses the global exclusion bucket. However, due to the
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symmetry property, the test on the line 02 can discover the exclusive
containment of the query region in a separable bucket and terminate
the search earlier. Otherwise, the algorithm proceeds according to
the size of the query radius. If it is not greater than ρ, line 05, there
are two possibilities. If the test on line 06 is satisfied, one separable
bucket is accessed. Otherwise no separable bucket is accessed on this
level, because the query region is, from this level point of view, ex-
clusively in the exclusion zone. Provided the search radius is greater
than ρ, more separable buckets are accessed on a specific level as de-
fined by lines 10 and 11. Unless terminated earlier, the algorithm
accesses the exclusion bucket at line 14.

4.4.5 k-Nearest Neighbors Search

The task of the nearest neighbors search is to retrieve k closest ele-
ments from X to q ∈ D, respecting the metric distance measure of
the metric space M. Specifically, it retrieves a set A ⊆ X such that
| A |= k and ∀x ∈ A, y ∈ X − A, d(q, x) ≤ d(q, y). In case of ties, we
are satisfied with any set of k elements complying with the condition.
For further details, see Section 2.3. For our purposes, we designate
the distance to the kth nearest neighbor as dk (dk ≤ d+).

The general strategy of Algorithm 4.4.4 works as follows. At the
beginning (line 01), we assume that the response set A is empty and
dk = d+. The algorithm then proceeds with an optimistic strategy
(lines 02 through 13) assuming that all k nearest neighbors are within
the distance of ρ. If it fails, see the test on line 14, additional steps
of the search are performed to find the correct result. Specifically,
the first phase of the algorithm determines the buckets (maximally
one separable at each level) by using the range query strategy with
radius r = min{dk, ρ}. In this way, the most promising buckets are
accessed and their identifications are remembered to avoid multiple
bucket accesses. If dk ≤ ρ the search terminates successfully and
A contains the result set. Otherwise, additional bucket accesses are
performed (lines 15 through 22) using the strategy for radii greater
than ρ of Algorithm 4.4.3, ignoring the buckets already accessed in
the first (optimistic) phase.

Algorithm 4.4.4 Nearest Neighbor Search
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01. A = ∅, dk = d+;
# initialization

02. for i=1 to h
# first, try the optimistic approach

03. r = min{dk, ρ};
04. if 〈smi,ρ+r

i (q)〉 < 2mi then
# the query is exclusively contained in a separable

bucket
05. access bucket B

i,〈s
mi,ρ+r

i
(q)〉

;
update A and dk;

06. if dk ≤ ρ then
exit;
# the response set is determined

end if
07. else
08. if 〈smi,ρ−r

i (q)〉 < 2mi then
# the query is not exclusively contained in the ex-

clusion bucket of the level i
09. access bucket B

i,〈s
mi,0

i
(q)〉

;
update A and dk;

10. end if
11. end if
12. end for
13. access bucket Eh;

update A and dk;
14. if dk > ρ then

# the second phase if needed
15. for i=1 to h
16. if 〈smi,ρ+dk

i (q)〉 < 2mi then
# the query is exclusively contained in a separa-

ble bucket
17. access bucket B

i,〈s
mi,ρ+dk
i

(q)〉
if not already accessed;

update A and dk;
exit;

18. else
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19. let{b1, b2, . . . , bk} = G(smi,dk−ρ
i (q))

20. access buckets Bi,b1 , Bi,b2, . . . , Bi,bk
if not accessed;

update A and dk;
21. end if
22. end for
23. end if

The output of the algorithm is the result set A and the distance to
the last (kth) nearest neighbor, dk. Whenever a bucket is accessed,
the response set A and the distance to the kth nearest neighbor must
be updated. In particular, the new response set is determined as the
result of the nearest neighbor query over the union of objects from
the accessed bucket and the previous response set A. The value of
dk, which is the current search radius in the given bucket, is adjusted
according to the new response set. When the cardinality of the set A
is less than k the distance to the kth nearest neighbor dk is equal to d+

so that no qualifying data object is lost during the query evaluation.
Notice that, during the bucket accesses, the pivots used in ρ-split
functions are employed in filtering algorithms to further reduce the
number of potentially qualifying objects.

4.4.6 Choosing references

In order to apply D-Index, the ρ-split functions must be designed,
which obviously requires specification of reference objects (pivots).
An important feature of D-Index is that the same reference objects
used in the ρ-split functions for the partitioning into buckets are also
applied as pivots for the internal management of buckets.

We have already slightly discussed the problem of choosing ref-
erence objects in Section 2.7. We concluded that every search tech-
nique in metric spaces needs some pivots for search pruning and the
way of selecting pivots effects the performance of search algorithms.
However, some researches are not involved in this problem.

Many techniques such as Burkhard-Keller Tree, Fixed Queries
Tree and its variants Fixed-Height Fixed Queries Tree and Fixed
Queries Array selects pivots at random. Obviously, the random
choice is the most trivial technique, nonetheless, the fastest one.
Yianillos in [87] recognized and analyzed this issue. He suggests that
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Figure 4.6: Different choices for pivot p to divide the unit square.

some elements of the space may be better pivots than the others. As
an example consider Figure 4.6 which presents the unit square with
uniform distribution. To partition the space using the ball partition-
ing we have to set the radius r. There are three natural choices for
pivots: the middle point pm, the middle point of an edge pe, and a cor-
ner point pc. To choose among the possibilities, notice that the prob-
ability of entering both the partitions is proportional to the length
of the boundary. Thus, we aim at the minimization of the boundary
length. In this respect, the most promising selection is the corner ob-
ject pc and the edge object pe is still better than the middle point pm.
It is interesting that from the clustering point of view pm is the center
of a cluster, however, we have shown that this is the worst possible
choice. This technique is applied in Vantage Point Trees.

The heuristic, which selects pivots from corners of the space, can
be used in applications where we have an idea about the geometry of
the space, which is not often true in metric spaces. The only informa-
tion we have in metric spaces is the pairwise distances between ob-
jects. Bozkaya and Özsoyoglu in [13] give a different reason why the
pivots from corners are better than the others, i.e. why they provide
better partitioning. Basically, the distance distribution for a corner
point is more flat than the distribution for a center point. Figure 4.7
illustrates it for the uniformly distributed points in 20-dimensional
Euclidean data space. As we can easily see, the distribution for the
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Figure 4.7: Distance distribution for two pivots, one is the center
while the other is a corner object, in the unit cube of the
20-dimensional Euclidean space.

central object is sharper and thinner. Setting the radius of ball parti-
tioning to the peak value leads to the higher concentration of objects
near the boundary, as a consequence, it leads to the higher likelihood
of visiting both the partitions. On contrary, it does not apply for the
corner point because the distance distribution is much flatter, thus,
the search would be more trimming. A simple heuristic tries to meet
these requirements:

1. choose a random object

2. compute all distance from this object to the others

3. choose the farthest object as the pivot

This heuristic is used in Multi Vantage Point Trees.
Zezula et al. [25] provide several alternatives to select pivots in

M-Trees. The most convenient option is the heuristic mM RAD.
Whenever a node splits this technique selects a pair of pivots that
has the smallest maximum of both covering radii among all possi-
ble pairs of objects in the split node. Nonetheless, such the heuristic
is suitable for structures that cluster data not for ones that partition
data.

88



4. D-INDEX

LAESA access structure also selects pivots far away from each
other. The procedure picks an arbitrary object and computes the dis-
tances to all remaining objects. The pivot is the most distant object.
Next pivot is selected as the furthest object from all previously cho-
sen pivots. This procedure is also used in [79].

Recently, the problem was systematically studied in [17], and sev-
eral strategies for selecting pivots have been proposed and tested.
The authors propose the efficiency criterion that compares two sets of
pivots and states which of them is better. It uses the mean of dis-
tances between every pair of objects in D, denoted by µD. Given two
sets of pivots T1 = {p1, p2, . . . pt} and T2 = {p′1, p

′
2, . . . p

′
t} we can say

that T1 is better than T2 if

µDT1
> µDT2

. (4.4)

However, the problem is how to find the mean for given pivot set T .
An estimate of such quantity is computed as:

• at random, choose l pairs of elements {(o1, o
′
1), (o2, o

′
2), . . .

(ol, o
′
l)} from X ⊂ D;

• for all pairs of elements, compute their distances in the
feature space determined by the pivot set T , that is
L∞(Ψ(o1), Ψ(o′1)), . . . , L∞(Ψ(ol), Ψ(o′l)), where the function Ψ
transforms the metric space into the feature space associated
by the set of pivot T ;

• compute µDT
as the mean of these distances.

In the D-Index, we apply the incremental selection strategy, which
was proposed in [17] as the most suitable for real world metric
spaces. The strategy works as follows. In the beginning, a set
T1 = {p1} of one element from a sample of m database objects is
chosen, such that the pivot p1 has the maximum µDp1

value. Then,
a second pivot p2 is chosen from another sample of m objects of the
database, creating a new set T2 = {p1, p2} for fixed p1, maximizing
µDT2

. The third pivot p3 is chosen in the same manner, creating an-
other set T3 = {p1, p2, p3} for fixed p1, p2, maximizing µDT3

. The pro-
cess is repeated until the desired number of pivots is determined. If
all distances needed to estimate µDT

are kept we must compute only
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2ml distances to estimate the new value of µD whenever a new pivot
is added. The total cost for selecting k pivots is 2lmk distance com-
putations.

In order to verify the capability of the incremental selection strat-
egy (INC), we have also tried to select pivots at random (RAN) and
with a modified incremental strategy, called the middle search strategy
(MID). The MID strategy combines the original INC approach with
the following idea. The set of pivots T1 = {p1, p2, . . . pt} is better than
the set T2 = {p′1, p

′
2, . . . p

′
t} if

| µT1
− dm |<| µT2

− dm |, (4.5)

where dm represents the global mean distance of the given data set,
that is the mean of distances between all pairs of objects in D not
in the feature space. In principle, this strategy supports choices of
pivots with high µDT

but also tries to keep distances between pairs
of pivots close to dm. The hypothesis is that too close or too distant
pairs of pivots are not suitable for good partitioning of an arbitrary
metric space. Consider a metric space with sets as objects and Jacard
coefficient (see Section 2.2), the INC heuristic would select a pivot
which is far away from other objects. In the worst case, the selected
pivot p that is completely different from the others, that is, the dis-
tance d(p, o) = 1 for all o ∈ D. Such the anchor is useless from the
search point of view because it is not able to filter any object. The
MID strategy aims at avoiding such the behavior.

4.4.7 Implementation of D-Index

Since a uniform bucket occupation is difficult to guarantee, each
bucket consists of a header plus a dynamic list of fixed size blocks of
capacity that is sufficient to accommodate any object from the pro-
cessed file. Notice that the size of data objects can be different. The
number of blocks of a bucket Bij is denoted by bij . We refer to in-
dividual blocks of the bucket Bij as members of an array, that is,
Bij[·]. In this respect, each bucket consists of the following blocks
Bij[1], Bij[2], . . . , Bij[bij ]. The header is characterized by a set of piv-
ots p1, . . . , pn which was used in split functions to create the bucket.
The header also contains distances from these pivots to all objects
stored in the bucket. These distances are computed during object
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insertions and are applied in the pivot-filtering algorithm that is de-
scribed below. Furthermore, objects are sorted according to their dis-
tances to the first pivot p1 to form a non–decreasing sequence. In
order to cope with dynamic data, a block overflow is solved by splits.

Given a query object q with the search radius r a bucket evalua-
tion proceeds in the following steps:

• ignore all blocks of the bucket that contain objects with dis-
tances to p1 outside the interval [d(q, p1) − r, d(q, p1) + r];

• for each not ignored block Bij[k], if ∀o ∈ Bij[k],
L∞(Ψ(o), Ψ(q)) > r ignore the block;

• access remaining blocks {Bij[·]} and ∀o ∈ Bij[·] compute d(q, o)
if L∞(Ψ(o), Ψ(q)) ≤ r. If d(q, o) ≤ r the object o qualifies.

In this way, the number of accessed blocks and necessary distance
computations are minimized. The mapping function Ψ uses the set
of pivots p1, . . . , pn and transform the metric space M into a vector
space, for further detail see Section 2.6.

4.4.8 Properties of D-Index

On a qualitative level, the most important properties of D-Index can
be summarized as follows:

• An object is typically inserted at the cost of one block access be-
cause objects in buckets are sorted. Since blocks are of fixed
length a block can overflow and the split of the overloaded
block costs another block access. The number of distance com-
putations between the reference (pivot) and inserted objects
varies from m1 to ∑h

i=1 mi. For an object inserted on the level j,
∑j

i=1 mi distance computations are needed.

• For all response sets such that the distance to the most dissim-
ilar object does not exceed ρ, the number of bucket accesses is
maximally h+1, that is, one bucket per level and the global ex-
clusion bucket. The following rule is generally true: the smaller
the search radius is the more efficient the search can be.
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• For r = 0, i.e. the exact match, the successful search is typi-
cally solved with one block access, moreover, the unsuccessful
search usually does not require any access – very skewed dis-
tance distributions may result in slightly more accesses.

• For search radii greater than ρ, the number of bucket accesses
increases and is higher than h + 1, and furthermore for very
large search radii the query evaluation can eventually access
all buckets.

• The number of accessed blocks of a bucket depends on the
search radius and the distance distribution with respect to the
first pivot.

• The number of distance computations between the query object
and pivots is determined by the highest level where a bucket
was accessed. Provided that the level is j, the number of dis-
tance computations is ∑j

i=1 mi, with the upper bound for any
kind of query ∑h

i=1 mi.

• The number of distance computations between the query ob-
ject and data objects stored in accessed buckets depends on the
search radii and on the number of precomputed distances to
pivots and, of course, on the data distribution.

From the quantitative point of view, we investigate the performance
of D-Index in the next chapter.
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Chapter 5

D-Index Evaluation

This chapter presents the experimental evaluation of the proposed
access structure D-Index. We have implemented a fully functional
prototype of the D-Index and conducted numerous experiments to
verify its properties on three data sets. We have also compared our
structure with other access methods for metric spaces, namely M-
Tree and VPF forest.

5.1 Data Sets

We have executed all experiments on realistic data sets with signifi-
cantly different data distributions to demonstrate the wide range of
applicability of the D-Index. We used the following three metric data
sets:

VEC 45-dimensional vectors of image color features compared by
the quadratic distance measure respecting correlations between
individual colors.

URL sets of URL addresses attended by users during work sessions
with the Masaryk University information system. The distance
measure used was based on the similarity of sets, defined as
the fraction of cardinalities of intersection and union (Jacard
coefficient).

STR sentences of a Czech language corpus compared by the edit dis-
tance measure that counts the minimum number of insertions,
deletions or substitutions to transform one string into the other.
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Figure 5.1: Distance densities for VEC, URL, and STR.

For illustration, see Figure 5.1 for distance densities of all our data
sets. Notice the practically normal distribution of VEC, very discrete
distribution of URL, and the skewed distribution of STR.

In all our experiments, the query objects are not chosen from the
indexed data sets, but they follow the same distance distribution.
The search costs are measured in terms of distance computations
and block reads. We deliberately ignore the L∞ distance measures
used by the D-Index for the pivot-based filtering, because according
to our tests, the costs to compute such distances are several orders
of magnitude smaller than the costs needed to compute any of the
distance functions of our experiments. All presented cost values are
mean values obtained by executing queries for 50 different query ob-
jects and a constant search selectivity, that is, queries using the same
search radius or the same number of the nearest neighbors.
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5.2 D-Index Performance Evaluation

In order to test the basic properties of the D-Index, we have consid-
ered about 11,000 objects for each of our data sets VEC, URL, and
STR. Notice that the number of objects used does not affect the sig-
nificance of the results, since the cost measures (i.e. the number of
block reads and the number of the distance computations) are not
influenced by the cache of the system. Moreover, as shown in the
following, performance scalability is linear with data set size. First,
we have tested the efficiency of the incremental (INC), the random
(RAN), and the middle (MID) strategies to select good reference ob-
jects, for details see Section 4.4.6. We have built D-Index organiza-
tions for each the data set and preselected reference objects. The
structures of D-Index, which are specified by the number of levels
and specific ρ-split functions were designed manually. In Table 5.2,
we summarize characteristics of the resulting D-Index organizations
for individual data sets separately.

set h # of buckets # of blocks block size ρ
VEC 9 21 2,600 1KB 1,200
URL 9 21 228 13KB 0.225
STR 9 21 289 6KB 14

Figure 5.2: D-Index organization parameters

We measured the search efficiency for range queries by changing
the search radius to retrieve maximally 20% of data, that is, about
2,000 objects. The results are presented in Figures 5.3, 5.4, 5.5 for all
three data sets and for both distance computations (on the left) and
block reads (on the right).

The general conclusion is that the incremental method proved to
be the most suitable for choosing reference objects for the D-Index.
Except for very few search cases, the method was systematically bet-
ter and can certainly be recommended – for the sentences, the middle
technique was nearly as good as the incremental, and for the vec-
tors, the differences in performance of all three tested methods were
the least evident. An interesting observation is that for vectors with
distribution close to uniform, even the randomly selected reference
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Figure 5.3: Search efficiency for VEC in the number of distance com-
putations and in the number of read blocks.

0

2000

4000

6000

8000

10000

12000

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

Search radius

 
Distance Computations URL

INC
MID
RAN

0

50

100

150

200

250

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

Search radius

 
Page Reads URL

INC
MID
RAN

Figure 5.4: Search efficiency for URL in the number of distance com-
putations and in the number of read blocks.

96



5. D-INDEX EVALUATION

0

1000

2000

3000

4000

5000

6000

7000

8000

0 10 20 30 40 50 60 70

Search radius

 
Distance Computations STR

INC
MID
RAN

0

20

40

60

80

100

120

140

160

0 10 20 30 40 50 60 70

Search radius

 
Page Reads STR

INC
MID
RAN

Figure 5.5: Search efficiency for TEXT in the number of distance com-
putations and in the number of read blocks.

points worked quite well. However, when the distance distribution
was significantly different from the uniform, the performance with
the randomly selected reference points was poor.

Notice also some differences in performance between the exe-
cution costs quantified in block reads and distance computations.
But the general trends are similar and the incremental method is the
best. However, different cost quantities are not equally important for
all the data sets. For example, the average time for quadratic form
distances for the vectors were computed in much less than 90 µsec,
while the average time spent computing a distance between two sen-
tences was about 4.5 msec. This implies that the reduction of block
reads for vectors was quite important in the total search time, while
for the sentences, it was not important at all.

5.3 D-Index Structure Design

The objective of the second group of tests was to investigate the rela-
tionship between the D-Index structure and the search efficiency. We
modified the value of the parameter ρ, which influences the structure
of D-Index and executed several queries to verify the search perfor-
mance. We have to remark that the value of the parameter ρ influ-
ences the size of the exclusion set of a ρ-split function, the greater ρ is
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Figure 5.6: Nearest neighbors search on sentences using different D-
Index structures.

the larger the exclusion set is and the smaller the separable buckets
are. Assuming that we want to have separable buckets with a certain
capacity (in number of objects) we must modify the order of split
functions if we modify ρ. The general rule is that if we increase the
value of ρ we must decrease the amount of separable buckets, that is,
the order of split function. Obviously, we can build a structure with
few levels h and many buckets b per level, using a relatively small ρ.
But when a larger ρ is used, we are able to organize the same data in
the D-Index with more levels, but less buckets per level.

We have tested this hypothesis on the data set STR, using ρ =
1, 14, 25, 60. The parameters of structures created for each value of ρ
are summarized in the following table.

ρ 1 14 25 60
h 3 3 10 9
b 43 31 23 19

The results of experiments for the nearest neighbors search are re-
ported in Figure 5.6 while the performance for range queries is sum-
marized in Figure 5.7. It is quite obvious that very small values of ρ
can only be suitable when a range search with small radius is placed.
However, this was not typical for our data sets where the distance
to the nearest neighbor was rather high – see in Figure 5.6 the rela-
tively high costs to get the nearest neighbor. This implies that higher
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Figure 5.7: Range search on sentences using different D-Index struc-
tures

values of ρ, such as 14, are preferable. However, there are limits to
increase such value, since the structure with ρ = 25 was only excep-
tionally better than the one with ρ = 14, and the performance with
ρ = 60 was rather poor. The experiments demonstrate that the proper
choice of structure can significantly influence the performance. The
selection of optimized parameters is still an open research issue that
we plan to investigate in the near future.

In the last group of tests, we analyzed the influence of the block
size on system performance. By definition, the size of blocks must be
able to accommodate any object of the indexed data set. However,
we can have a bucket consisting from only one (large) block, which
can be compared with the same bucket consisting from many small
blocks. We have experimentally studied this issue on the VEC data
set for both the nearest neighbor and the range search. The results
are summarized in Figure 5.8.

In order to obtain an objective comparison, we express the cost as
relative block reads, i.e. the percentage of blocks that was necessary
to read for answering a query.

We can conclude from the experiments that the search with
smaller blocks requires to read a smaller fraction of the entire data
structure. Notice that the number of distance computations for dif-
ferent block sizes is practically constant and depends only on the
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Figure 5.8: Search efficiency versus the block size

query. However, the small block size implies the large amount of
blocks; this means that if the access cost to a block is significant
(eg. blocks are allocated randomly) then large block sizes may be-
come preferable. Nonetheless, when the blocks are stored continu-
ously small blocks can be preferable because an optimized strategy
for reading a set of disk pages such as one proposed in [77] can be
applied. For a static file, we can easily achieve such the storage allo-
cation of the D-Index through a simple reorganization.

5.4 D-Index Performance Comparison

We have also compared the performance of D-Index with other index
structures under the same workload. In particular, we considered the
M-tree1 [25], the sequential organization (SEQ), and the Excluded
Middle Vantage Point Forest (VPF) [88]. According to [22], M-Tree
and SEQ are the only types of index structures for metric data that
use a disk memory to store objects. We have also chosen VPF for the
reason that the split strategy utilized in the D-Index is the modified
approach of VPF. In order to maximize the objectivity of compari-
son, the actual performance is measured in terms of the number of
distance computations and I/O operations. All index structures ex-

1The software is available at http://www-db.deis.unibo.it/research/Mtree/
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cept VPF are implemented using the GIST package [49] and the I/O
costs are measured in terms of the number of accessed disk blocks
– the basic access unit of disk memory, which had the same size for
all index structures. Because VPF is the only method of compared
indexes that does not store data on disks the number of disk accesses
for VPF is not provided in the results.

The main objective of these experiments was to compare the sim-
ilarity search efficiency of the D-Index with the other organizations.
We have also considered the space efficiency, costs to build an index,
and the scalability to process growing data collections.

5.4.1 Search efficiency for different data sets

We have built the D-Index, M-tree, VPF, and SEQ for all the data
sets VEC, URL, and STR. The M-tree was built by using the bulk-
load package and the Min-Max splitting strategy. This approach was
found in [25] as the most efficient to construct the tree. The algorithm
presented by authors of [13] was used to select pivots for the Vantage
Point Forest (VPF) access structure. This algorithm prefers pivots
that are far away from each other, so-called outliers. We have mea-
sured average performance over fifty different query objects consid-
ering numerous similarity range and nearest neighbor queries. The
results for the range search are shown in Figures 5.9 and 5.10, while
the performance for the nearest neighbor search is presented in Fig-
ures 5.11 and 5.12.

For all tested queries, i.e. retrieving subsets up to 20% of the
database, the M-tree, the VPF, and the D-Index always needed less
distance computations than the sequential scan. However, this was
not true for the block accesses, where even the sequential scan was
typically more efficient than the M-tree. In general, the number of
block reads of the M-tree was significantly higher than for the D-
Index. Only for the URL sets when retrieving large subsets, the num-
ber of block reads of the D-Index exceeded the SEQ. In this situation,
the M-tree accessed nearly three times more blocks than the D-Index
or SEQ. On the other hand, the M-tree and the D-Index required for
this search case much less distance computations than the SEQ.

Figure 5.10 demonstrates another interesting observation: to run
the exact match query, i.e. range search with r = 0, the D-Index only

101



5. D-INDEX EVALUATION

0

2000

4000

6000

8000

10000

12000

0 5 10 15 20

Search radius (x100)

 
Distance Computations VEC

dindex
mtree

seq
vpf

0

2000

4000

6000

8000

10000

12000

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

Search radius

 
Distance Computations URL

dindex
mtree

seq
vpf

0

2000

4000

6000

8000

10000

12000

0 10 20 30 40 50 60 70

Search radius

 
Distance Computations STR

dindex
mtree

seq
vpf

Figure 5.9: Comparison of the range search efficiency in the number
of distance computations for VEC, URL, and STR.
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Figure 5.10: Comparison of the range search efficiency in the number
of block reads for VEC, URL, and STR.
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Figure 5.11: Comparison of the nearest neighbor search efficiency in
the number of distance computations for VEC, URL, and
STR.
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Figure 5.12: Comparison of the nearest neighbor search efficiency in
the number of block reads for VEC, URL, and STR.
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needs to access one block. As a comparison, see (in the same figure)
the number of block reads for the M-tree: they are one half of the SEQ
for vectors, equal to the SEQ for the URL sets, and even three times
more than the SEQ for the sentences. Notice that the exact match
search is important when a specific object is to be eliminated – the
location of the deleted object forms the main cost. In this respect, the
D-Index is able to manage deletions more efficiently than the M-tree.
We did not verify this fact by explicit experiments because the avail-
able version of the M-tree does not support deletions. The outcome
of the same test with r = 0 in terms of distance computations is sum-
marized in the following table. The conclusion is that the D-Index
is very efficient in insertions or deletions of objects in comparison to
other techniques.

# of distance computations
rq = 0 STR URL VEC

D-Index 12 254 5
M-tree 375 349 270

VPF 829 512 1176
SEQ 11,169 11,169 11,169

Concerning the block reads, the D-Index looks to be significantly
better than the M-tree, while comparison on the level of distance
computations is not so clear. The D-Index certainly performed much
better for the sentences and also for the range search over vectors.
However, the nearest neighbor search on vectors needed practically
the same number of distance computations. For the URL sets, the M-
tree was on average only slightly better than the D-Index. On VEC
data set, the VPF performed slowly than the M-tree, and the D-Index
as well. Nonetheless, the VPF was faster than the M-tree for smaller
radii on sentences. The most obscure situation is again for URL data
set where the VPF performed even better that the D-Index in sev-
eral isolated cases. In general, we conducted the experiments with
the VPF only for the range queries because the results in Figure 5.9
revealed that the M-tree outperforms the VPF.
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Figure 5.13: Range search scalability.

5.4.2 Search, space, and insertion scalability

To measure the scalability of the D-Index, M-tree, and SEQ, we
have used the 45-dimensional color feature histograms. Particularly,
we have considered collections of vectors ranging from 100,000 to
600,000 elements. For these experiments, the structure of D-Index
was defined using thirty-seven reference objects and seventy-four
buckets, where only the number of blocks in buckets was increas-
ing to deal with growing files. The results for several typical nearest
neighbor queries are reported in Figure 5.14. The execution costs for
range queries are reported in Figure 5.13. Except for the SEQ organi-
zation, the individual curves are labeled with a number, representing
either the number of nearest neighbors or the search radius, and a let-
ter, where D stands for the D-Index and M for the M-tree. The size of
query is not provided for the results of SEQ because the sequential
organization has the same costs regardless whether the query is the
range or the nearest neighbor.

We can observe that on the level of distance computations the D-
Index is usually slightly better than the M-tree, but the differences
are not significant – the D-Index and M-tree can save considerable
number of distance computations compared to the SEQ. To solve a
query, the M-tree needs significantly more block reads than the D-
Index and for some queries, see 2000M in Figure 5.13, this number
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Figure 5.14: Nearest neighbor search scalability.

is even higher than for the SEQ. We have also investigated the per-
formance of range queries with zero radius, i.e. the exact match. In-
dependently of the data set size, the D-Index required one block ac-
cess and eighteen distance comparisons. This was in a sharp contrast
with the M-tree, which needed about 6,000 block reads and 20,000
distance computations to find the exact match in the set of 600,000
vectors. Moreover, the D-Index have constant costs to insert one ob-
ject regardless the data size, which is in a sharp contrast with linear
behavior of the M-tree. The details are summarized in the follow-
ing table. The number of accessed disk pages for the D-Index varies
from zero to one depending on whether the exact match search was
successful or unsuccessful, i.e. whether the object was found or not.

Exact Match Search Costs
Distance Computations Accessed Blocks

Data Size D-Index M-tree D-Index M-tree
100k 18 5890 0-1 1324
200k 18 10792 0-1 2326
300k 18 15290 0-1 3255
400k 18 19451 0-1 4138
500k 18 23236 0-1 4910
600k 18 27054 0-1 5699

The search scale up of the D-Index was strictly linear. In this re-
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spect, the M-tree was even slightly better, because the execution costs
for processing a two times larger file were not two times higher. This
sublinear behavior should be attributed to the fact that the M-tree
is incrementally reorganizing its structure by splitting blocks and, in
this way, improving the clustering of data. On the other hand, the D-
Index was using a constant bucket structure, where only the number
of blocks was changing. Such observation is posing another research
challenge, specifically, to build a D-Index structure with a dynamic
number of buckets.

The disk space to store data was also increasing in all our or-
ganizations linearly. The D-Index needed about 20% more space
than the SEQ. In contrast, the M-tree occupied two times more space
than the SEQ. In order to insert one object, the D-Index evaluated
on average the distance function eighteen times. That means that
distances to (practically) one half of the thirty-seven reference ob-
jects were computed. For this operation, the D-Index performed one
block read and, due to the dynamic bucket implementation using
splits, a bit more than one block writes. The insertion into the M-tree
was more expensive and required on average sixty distance compu-
tations, twelve block reads, and two block writes.

In summary, the D-Index is better index structure than the M-tree
and SEQ because it saves many block accesses and distance compu-
tations when executing queries. An interesting property is the very
fast response time to execute the exact match queries. D-Index is eco-
nomical in space with only 20% overhead compared to the sequential
approach and the two times less space requirements than necessary
for the M-tree.
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Chapter 6

eD-Index

The development of Internet services often requires an integration of
heterogeneous sources of data. Such sources are typically unstruc-
tured whereas the intended services often require structured data.
Once again, the main challenge is to provide consistent and error-
free data, which implies the data cleaning, typically implemented
by a sort of similarity join. In order to perform such tasks, similar-
ity rules are specified to decide whether specific pieces of data may
actually be the same things or not. A similar approach can also be
applied to the copy detection. However, when the database is large,
the data cleaning can take a long time, so the processing time (or the
performance) is the most critical factor that can only be reduced by
means of convenient similarity search indexes.

For example, consider a document collection of books and a col-
lection of compact disk documents. A possible search request can
require to find all pairs of books and compact disks which have sim-
ilar titles. But the similarity joins are not only useful for text. Given
a collection of time series of stocks, a relevant query can be report all
pairs of stocks that are within distance µ from each other. Though
the similarity join has always been considered as the basic similar-
ity search operation, there are only few indexing techniques, most
of them concentrating on vector spaces. In this paper, we consider
the problem from much broader perspective and assume distance
measures as metric functions. Such the view extends the range of
possible data types to the multimedia dimension, which is typical
for modern information retrieval systems.

The problem of approximate string processing has recently been
studied in [42] in the context of data cleaning, that is, removing in-
consistencies and errors from large data sets such as those occurring
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in data warehouses. A technique for building approximate string
join capabilities on top of commercial databases has been proposed
in [44]. The core idea of these approaches is to transform the difficult
problem of approximate string matching into other search problems
for which some more efficient solutions exist.

In this chapter, we systematically study the difficult problem of
similarity join implementation. We define three categories of imple-
mentation strategies and propose two algorithms based on the D-
Index.

6.1 Algorithm Categories

The problem of similarity joins is precisely defined in Section 2.3. In
this section, we categorize solutions for similarity joins [34]. First,
we define a measure s that is used for comparison of different algo-
rithms. Next, we introduce filter-based, partition-based, and range
query based algorithms.

6.1.1 Complexity

To compare algorithms for similarity joins, we measure the compu-
tational complexity through the number of distance evaluations. The
similarity join can be evaluated by a simple algorithm, which com-
putes |X| · |Y | distances between all pairs of objects. We call this
approach the Nested Loops (NL). For simplicity and without loss of
generality, we assume N = |X| = |Y |. Therefore, the complexity of
the NL algorithm is N 2. For the similarity self join (X ≡ Y ), we have
to ignore the evaluation of an object with itself so that the number
of computed distances is reduced by N . Moreover, due to the sym-
metric property of metric functions, it is not necessary to evaluate the
pair (xj, xi) if we have already examined the pair (xi, xj). That means
the number of distance evaluations is N(N − 1)/2 for the similarity
self join.

As a preliminary analysis of the expected performance, we spec-
ify three general approaches for solving the problem of the similar-
ity join in the next section. The performance index used to compare
these approaches is the speedup (s) with respect to the trivial NL al-
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gorithm. Generally, if an algorithm requires n distance evaluations
to compute the similarity join, the speedup is defined as follows:

s =
N2

n
.

In case of similarity self join, the speedup is given by

s =
N(N − 1)/2

n
=

N(N − 1)

2n
.

In the following, we present three categories of algorithms that
are able to reduce the computational complexity:

1. The Filter Based algorithms (FB), which try to reduce the num-
ber of expensive distance computations by applying simplified
distance functions,

2. the Partition Based algorithms (PB), which partition the data set
into smaller subsets where the similarity join can be computed
with a smaller cost,

3. and the Range Query algorithms (RQ), which for each object of
one data set execute a range query in the other data set, of
course, an algorithm for range queries can apply some filter-
ing or partitioning techniques to speedup retrieval.

6.1.2 Filter Based Algorithms

The Filter Based algorithms eliminate all pairs (x, y) that do not sat-
isfy the similarity join condition of Equation 2.1 by using the lower
bound and the upper bound distances, dl(x, y) and du(x, y), having
the following property:

dl(x, y) ≤ d(x, y) ≤ du(x, y).

The assumption is that the computation of dl and du is much less
expensive than the computation of d. Given a generic pair of ob-
jects (xi, yj), the algorithm first evaluates the distance dl(xi, yj). If
dl(xi, yj) > µ then d(xi, yj) > µ and the pair can be discarded. On the
contrary, if du(xi, yj) ≤ µ then the pair qualifies. If dl(xi, yj) ≤ µ and
du(xi, yj) > µ, it is necessary to compute d(xi, yj). In the following,
we present a sketch of the algorithm.
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Algorithm 6.1.1 Generic Filter Based Algorithm

for i = 1 to N
for j = 1 to M

if dl(xi, yj) ≤ µ then
if du(xi, yj) ≤ µ then

add (xi, yj) to the result
else if d(xi, yj) ≤ µ then

add (xi, yj) to the result
end if

end if
end for

end for

Let us suppose that pu is the probability that du(xi, yi) ≤ µ and pl

is the probability that dl(xi, yi) ≤ µ. Moreover, let Tu, Tl, and T be
the average computation times of du, dl and d, respectively. The total
computation time Ttot of the FB algorithm is

Ttot = TlN
2 + pl(TuN

2 + (1 − pu)TN2),

and therefore

s =
TN2

Ttot

=
1

αl + pl(αu + (1 − pu))
, (6.1)

where αu = Tu

T
and αl = Tl

T
. Notice that we have implicitly assumed

that the events associated with pu and pl are independent, which is
not too far from the reality. From this equation, it is possible to see
that changing the order of evaluation of du and dl, we can get differ-
ent performance.

6.1.3 Partition Based Algorithms

This technique divides each of the data sets X and Y into h subsets
with non-null intersections. Usually, the subsets are generated by us-
ing a set of regions of the whole domain D. Let D1,D2, . . . ,Dh be the
regions of partitioning, we define the subsets as Xi = {x ∈ X|x ∈ Di}
and Yi = {y ∈ Y |y ∈ Di}, where X =

⋃h
i=1 Xi and Y =

⋃h
i=1 Yi. The

idea is that neighboring regions overlap, so that by computing the
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similarity join in each local region no pair of objects is lost. Therefore,
the algorithm proceeds by evaluating the similarity join for each pair
of subsets Xi, Yi for 1 ≤ i ≤ h. The algorithm can be designed in a
manner that it is able to recognize whether a pair has already been
evaluated in another partition or not, therefore, the number of dis-
tance evaluations in a local region can be smaller than |Xi| · |Yi|. Let
ni = |Xi| and mi = |Yi|; in the worst case the speedup is given by

s =
N2

∑h
i=1 nimi

.

In case of similarity self join, the speedup is

s =
N2

∑h
i=1 n2

i

.

The ideal case where objects are uniformly distributed among parti-
tions is expressed by

s =
N2

∑h
i=1(N/h)2

=
N2

h(N/h)2
= h. (6.2)

6.1.4 Range Query Algorithms

Algorithms based on RQ strategy use an access structure supporting
the similarity range search in order to retrieve qualified pairs of ob-
jects. The idea is to perform N range queries for all objects in the
database with the radius r = µ. Given the average performance of a
range query, for a specific access structure, it is easy to estimate the
performance of the RQ algorithm. Therefore, if we have on average
nr distance computations for a range query, the speedup is given by

s =
N2

Nnr
=

N

nr
, (6.3)

and
s =

N(N − 1)/2

(Nnr/2)
=

N − 1

nr
, (6.4)

for the similarity self join.
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Figure 6.1: Illustration of the Sliding Algorithm.

6.2 Implementation and Performance Evaluation

In this section, we provide examples of implementations of the tech-
niques described in the previous section, specifically, the Sliding
Window algorithm for the partition based approach (PB) and the
Pivot Based Filtering for the filtering based approach (FB). The im-
plementation of the range query approach (RQ) is provided in Sec-
tion 6.3. We also present a simplified performance evaluation.

6.2.1 Sliding Window Algorithm

The Sliding Window algorithm belongs to the Partition Based cate-
gory. In the following, we describe the variant of this algorithm spe-
cialized to execute the similarity self join. The idea is straightforward
(see Figure 6.1). We order the objects of the data set X with respect to
an arbitrary reference object xr ∈ D, and we partition the objects in
nw overlapping “windows” each one having the width of 2µ. Notice
that µ is the threshold of a similarity join query. The algorithm starts
from the first window (partition) with extremes [0, 2µ] and centered
in µ collecting all the pairs of objects (xi, xj) such that d(xi, xj) ≤ µ.
The NL algorithm is used for each window. The algorithm proceeds
with the next window, with extremes [µ, 3µ] and centered in 2µ, how-
ever, the distance evaluation of a pair of objects which are both in the
overlap with the previous window is avoided. The algorithm con-
tinues until the last window is reached. The detailed description of
the algorithm requires the following definitions:

• Reference object (pivot): an object xr from D

• Maximum distance with respect to xr: d+
r = maxi∈X [d(xr, xi)]
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• The number of windows used: nw =
⌊

d+
r

µ

⌋

• The set of objects contained in the window m:

Wm = {xi ∈ X | (m − 1)µ < d(xr, xi) ≤ (m + 1)µ}

• The number of objects in Wm: wm = |Wm|

Without loss of generality we study the algorithm for the case of
similarity self join only.
Algorithm 6.2.1 Sliding Window

for i = 1 to nw

for j = 1 to wi

for k = j + 1 to wi

if i > 1
if d(xj, xr) > iµ or d(xk, xr) > iµ

if d(xj, xk) ≤ µ
add (xj, xk) to the result set

end if
end if

else
if d(xj, xk) ≤ µ

add (xj, xk) to the result set
end if

end if
end for

end for
end for

Notice that the computation of distances d(xj, xr) and d(xk, xr)
is done during the phase of ordering of objects with respect to xr;
they do not need to be computed again during the execution of the
algorithm.

6.2.2 Pivot Based Filtering

Pivoting algorithms can be seen as a particular case of the FB cate-
gory. In Figure 6.2, the basic principle of the pivoting technique is il-
lustrated, where x is one object of a pair and pi is a preselected object,
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pi

µ
x

Figure 6.2: Example of pivots behavior.

called a pivot. Provided that the distance between any object and pi

is known, the gray area represents the region of objects y, that do not
form a qualifying pair with x. This can easily be decided without ac-
tually computing the distance between x and y, by using the triangle
inequalities d(pi, y) + d(x, y) ≥ d(pi, x) and d(pi, x) + d(pi, y) ≥ d(x, y)
we have that d(pi, x) − d(pi, y) ≤ d(x, y) ≤ d(pi, y) + d(pi, x), where
d(pi, x) and d(pi, y) are precomputed. It is obvious that, by using
more pivots we can improve the probability of excluding an object y
without actually computing its distance to x. For further details, we
refer to Section 2.6.

Dynamic Pivots

Since the evaluation of distances between pivots and all objects of the
sets X and Y is very expensive, it is possible to generate the precom-
puted distances during the join elaboration. The idea is that each
object of the data set X is promoted to a pivot during the elabora-
tion of the join algorithm. For instance, when for all pairs (x1, yj)
(1 ≤ j ≤ M ) distances d(x1, yj) are computed, the object x1 ∈ X
becomes a pivot.

Given K pivots {p1, p2, . . . , pK}, we can define a new lower bound
distance dl as dl(x, y) = maxk=1..K(dk

l (x, y)) = maxk=1..K(|d(pk, y) −
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d(pk, x)|), which is always less than or equal to d(x, y). Naturally,
this particular lower bound distance can be defined for every type
of metric space; what we need is just a set of pivots with associated
precomputed distances to objects of the sets X and Y . If we define
pl as the probability that ∀k = 1..K, dk

l (x, y) ≤ µ, and we neglect the
evaluation of dk

l (which involves only a subtraction operation), we
have

s =
1

pl
.

6.2.3 Comparison

In order to compare the proposed approaches, we evaluate their
speedups by using two simple data sets composed of vectors; the
distances are measured using the Euclidean distance. The first set
contains uniformly distributed vectors in a 10-dimensional hyper-
cube with coordinates limited to [0, 1], while the vectors in the second
data set are clustered and the dimension of each vector is twenty.

The experiments were conducted for different values of µ ranging
from 0.20 up to 1.00. Figures 6.3 and 6.4 show the results of exper-
iments. The former presents values of speedup for the Pivot Based
Filtering while the latter shows results for the Sliding Window algo-
rithm.

The problem with all the algorithms for the similarity join is that
their complexity is O(N 2) or, in other words, that their speedups
are constant with respect to N . Unfortunately, even if the speedup
is high, when the number of objects grows the number of distance
computations grows quadratically. For the FB algorithm (see Equa-
tion 6.1), the speedup depends on the costs of distances dl and du, i.e.
αl and αu, which do not depend on N . Moreover, the probabilities
pl and pu depend on adopted distance functions and on the distri-
bution of objects in a metric space. We can conclude that FB has the
constant speedup. As for the PB algorithm, from Equation 6.2 it is
clear that the speedup cannot be greater than h. The only promising
algorithm could be the RQ. In fact, as Equation 6.3 shows, in prin-
ciple the speedup grows linearly if nr is constant. Unfortunately, in
the access structures in the literature, nr increases linearly with N
and therefore the speedup is constant also in the RQ case.
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Figure 6.3: Performance of the Pivot Based Filtering algorithm on the
10 and 20 dimensional data sets.
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Figure 6.4: Performance of the Sliding Window algorithm on the 10
and 20 dimensional data sets.
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In the next two sections, we propose and describe two special-
ized algorithms for similarity self join queries, the range query join
algorithm and the overloading join algorithm. The former one is im-
plemented using the D-Index structure [33] while the latter employs
an extended version of the D-Index, called eD-Index [37, 36].

6.3 Range Query Join Algorithm

The D-Index access structure provides every efficient algorithm for
executing similarity range queries, especially, when applied on small
query radii that are often used for example in the data cleaning area.
Thus, we define a new algorithm for similarity self joins based on
range queries [35]. The algorithm is every straightforward it executes
a series of range queries with the fixed radius equal to µ, that is, the
threshold of a join query. Only the query object in range queries
differs, i.e. every object stored in the D-Index structure is picked and
the range query is processed with. In the following, we provide the
code of the algorithm in a pseudo language.

Algorithm 6.3.1 Range Query Join Algorithm

# for every level
for i = 1 to h

# for every bucket Bi,j on the level i
for j = 1 to 2mi − 1

# for every block of the bucket Bi,j

for k = 1 to bi,j

# for every object q in the block Bi,j[k]
forall q in Bi,j[k]

execute S = R(q, µ)
∀o ∈ S : add the pair (q, o) to the response set

end forall
end for

end for
end for
# access the exclusion bucket
# for every block of the exclusion bucket Eh

for k = 1 to eh
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# for every object q in the block Eh[k]
forall q in Eh[k]

execute S = R(q, µ)
∀o ∈ S : add the pair (q, o) to the response set

end forall
end for

This algorithm proceeds from the first level to the last level h. On
each level i, it accesses all buckets Bi,1 . . . Bi,2mi−1. The bucket Bi,j

consists of bi,j blocks where objects are stored. The algorithm con-
tinues by reading all blocks Bi,j[1] . . . Bi,j[bi,j] of the bucket Bi,j and
every object q stored in the block Bi,j[k] is used in the range query
R(q, µ), which is then executed on the same D-Index structure. The
result set S of the range query contains all objects o ∈ X such that
d(q, o) ≤ µ. We pair up all objects of S with the query object q and add
the pairs to the response set of the similarity self join query SJ(µ). Fi-
nally, we process objects stored in the global exclusion bucket. This
way the algorithm processes a join query.

However, the range query join algorithm has the drawback that
the reported response set contains duplicate pairs of objects. For ex-
ample, assume that we execute a range query for the object q that
resides in the bucket B1,1. The query returns the set o1, . . . , oi, . . . , on.
Providing that the object oi is stored in the bucket B3,2, i.e. on the
third level, when we process objects in the bucket B3,2 we execute
a range query for oii, which indeed returns the object q in its re-
sponse set. As a result, we first report the pair (q, oi) and then re-
turn the pair (oi, q). In general, each pair (oi, oj) satisfying the join
query SJ(µ) is present twice in the response set returned by this al-
gorithm once in the form (oi, oj) and next as (oj, oi). Thus, the re-
sponse set needs additional cleaning. Assuming that each object has
an unique identification, which is a linear ordering (objects can be
sorted) we can insert a pair (oi, oj) into the response in the ordered
form, i.e. ID(oi) <= ID(oj). In this respect, the post-processing
cleaning phase would only need sorting pairs by a kind of sort algo-
rithm that requires O(n log n). As a result, the duplicated pairs are at
even positions in the sorted list.
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Figure 6.5: The modified bps split function: (a) original ρ-split func-
tion; (b) modified ρ-split function.

6.4 eD-Index Access Structure

In this section, we propose a new access structure, which supports
not only range and k-nearest neighbor queries but even similarity
joins, specifically, similarity self joins. The access structure extends
the D-Index and is called eD-Index [37].

The idea behind the eD-Index is to modify the ρ-split function
so that the exclusion set and separable sets overlap of distance ε,
0 ≤ ε ≤ 2ρ. Figure 6.5 depicts the modified ρ-split function. The
objects that belong to both the separable and the exclusion sets are
replicated. This principle, called the exclusion set overloading, en-
sures that there always exists a bucket for every qualifying pair
(x, y)|d(x, y) ≤ µ ≤ ε where both the objects x, y occur. As explained
later, a special algorithm is used to efficiently find these buckets and
avoid access to duplicates. In this way, the eD-Index speeds up the
evaluation of similarity self joins.

Formally, the eD-Index access structure uses the same ρ-split
functions and the overloading principle is implemented by manip-
ulations with the parameter ρ of split functions. To fulfill all the re-
quirements of replication, we modify the insertion algorithm. The
procedure of storing a new object x ∈ X in the eD-Index structure
eDIρ,ε(X, m1, m2, . . . , mh) proceeds according to the following algo-
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rithm.
Algorithm 6.4.1 Insertion

for i = 1 to h
if 〈smi,ρ

i (x)〉 < 2mi

x 7→ Bi,〈s
mi,ρ

i
(x)〉;

if 〈smi,ρ+ε
i (x)〉 < 2mi

exit;
end if
set copy flag(x);

end if
end for
x 7→ Eh;

Algorithm 6.4.1 starts at the first level and tries to find a separable
bucket to accommodate x. If a suitable bucket exists, the object is
stored in the bucket. If the object is outside the overloading area,
i.e. 〈smi,ρ+ε

i (x)〉 < 2mi , the algorithm stops. When the expression
〈smi,ρ+ε

i (x)〉 returns 2mi the object x must be replicated. The copy flag
of x is set on and object is reinserted on a next level. Finally, if x1

is not inserted on any level it is placed in the exclusion bucket Eh.
Notice that the object x can be duplicated more than once depending
on the occurrences in overloading areas. In the worst case, the object
is placed in a bucket on the first level and is replicated in all succes-
sive level and the exclusion bucket as well. To insert one object, the
algorithm needs to access at least one bucket, however, due to the
overloading principle the cost can be higher. Nonetheless, the upper
bound on the number of accessed buckets is h+1, that is, one bucket
per level plus the exclusion bucket. As for the number of distance
computations, the eD-Index needs ∑j

i=1 mi distance computations to
store a new object, assuming that the new object or any of its dupli-
cates is inserted into a separable bucket of j th level. The maximum
number of distance evaluations is limited by ∑h

i=1 mi. One can ob-
ject to the fact that the insertion algorithm calls a split function twice
per level, however, during the first call the evaluated distances are
stored thus the second call of the function can benefit from the saved
distanced that need not be computed again.

1The original object x or any of its copies.
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Because some objects are replicated in the eD-Index we also have
to modify search algorithms. In particular, algorithms without any
modifications would report also duplicates and such the behavior is
not desirable.

6.4.1 Range Query Algorithm

In this section, we provide the modified algorithm for range queries.
Given a query region Q = R(q, r) with q ∈ D and the query radius
r ≤ d+. A range search algorithm executes the similarity range query
as follows.

Algorithm 6.4.2 Range Search

01. for i=1 to h
02. if 〈smi,ρ+r

i (q)〉 < 2mi then
# the query is exclusively contained in a separable

bucket
03a. R = {x|x ∈ Q ∩ B

i,〈s
mi,ρ+r

i
(q)〉

};
03b. return all objects x such that x ∈ R and x has not the

copy flag switched on;
exit;

04. end if
05. if r ≤ ρ then

# search radius up to ρ
06. if 〈smi,ρ−r

i (q)〉 < 2mi then
# the query is not exclusively contained in the ex-

clusion bucket of the level i
07a. R = {x|x ∈ Q ∩ B

i,〈s
mi,ρ−r

i
(q)〉

};
07b. return all objects x such that x ∈ R and x has not

the copy flag switched on;
08. end if
09. else

# search radius greater than ρ
10. let{l1, l2, . . . , lk} = G(smi,r−ρ

i (q))
11a. R = {x|x ∈ Q ∩ Bi,l1 or x ∈ Q ∩ Bi,l2 or . . . or

x ∈ Q ∩ Bi,lk};
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11b. return all objects x such that x ∈ R and x has not the
copy flag switched on;

12. end if
13. end for
14a. R = {x|x ∈ Q ∩ Eh};
14b. return all objects x such that x ∈ R and x has not the

copy flag switched on;

The detail description of Algorithm 6.4.2 is provided in Section 4.4.4
where Algorithm 4.4.3 is presented. This algorithm is a slight mod-
ification of Algorithm 4.4.3. Changes are made only in steps where
qualifying objects are reported. Specifically, the original step 03 is
expanded into two lines 03a and 03b. On the line 03a we collect all
objects that satisfy the query (this is the same as in the original algo-
rithm) and we then discard the objects that are duplicates, i.e. they
have the copy flag set. The same modifications are made on the lines
07a, 07b, 11a, 11b, and 14a, 14b.

6.4.2 Nearest Neighbors Search

In section 4.4.5, Algorithm 4.4.4 for k-nearest neighbors queries is
specified. However, the eD-Index structure also needs slightly mod-
ified version of the algorithm. In the new version, we only change the
fashion in which bucket are accessed. When a bucket is visited and
all objects that satisfy the constraint by a range query are reported
we filter out every object that is marked as a copy. For further details
about accessing buckets see the description of the original algorithm
in Section 4.4.5.

6.4.3 Similarity Self Join Algorithm

The outline of the similarity self join algorithm is following: exe-
cute the join query independently on every separable bucket of ev-
ery level of the eD-Index and additionally on the exclusion bucket
of the whole structure. This behavior is correct due to the exclusion
set overloading principle – every object of a separable set that can
make a qualifying pair with an object of the exclusion set of a level is
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copied to the exclusion set. The partial results are then concatenated
and form the final answer.

Given a similarity self join query SJ(µ), the similarity self join al-
gorithm which processes sub-queries in individual buckets is based
on the sliding window algorithm. The idea of this algorithm is
straightforward, see Figure 6.6. All objects of a bucket are or-

window

p
oj

d(p,oj)olo oup

µ≤d

o1 o2 on

Figure 6.6: The Sliding Window algorithm.

dered with respect to a pivot p, which is the reference object of
a ρ-split function used by the eD-Index. We then define a slid-
ing window of objects [olo, oup] that always satisfies the constraint:
d(p, oup) − d(p, olo) ≤ µ, i.e. the window’s width is ≤ µ. Algo-
rithm 6.4.3 starts with the window [o1, o2] and successively moves
the upper bound of the window up by one object while the lower
bound is increased to preserve the window’s width ≤ µ. The algo-
rithm terminates when the last object on is reached. All pairs (oj, oup),
such that lo ≤ j < up, are collected in each window [olo, oup] and, at
the same time, the applied pivot-based strategy significantly reduces
the number of pairs which must be checked. Finally, all qualifying
pairs are reported.

Algorithm 6.4.3 Sliding Window

lo = 1
for up = 2 to n

# move the lower boundary up to preserve window’s
width ≤ µ
increment lo while d(oup, p) − d(olo, p) > µ

for j = lo to up − 1
# for all objects in the window
if PivotCheck() = FALSE then

127



6. ED-INDEX

# apply the pivot-based strategy
compute d(oj, oup)
if d(oj, oup) ≤ µ then

add pair (oj, oup) to result
end if

end if
end for

end for

The eD-Index structure also stores distances between stored ob-
jects and reference objects of ρ-split functions. Remind that these
distances are computed when objects are inserted into the structure
and they are utilized by the pivot-based strategy, see Section 2.6 for
details. The function PivotCheck() in the algorithm uses not only the
pivots of ρ-split functions but it also utilizes the dynamic pivot prin-
ciple described in Section 6.2.2. In particular, the algorithm promotes
the upper boundary of the current sliding window (i.e. the object
oup) to the dynamic pivot. Once the current dynamic pivot goes out
of scope, that is, out of the sliding window, the upper boundary is
selected as the new dynamic pivot again.

The application of the exclusion set overloading principle implies
two important issues. The former one concerns the problem of dupli-
cate pairs in the result of a join query. This fact is caused by the copies
of objects that are reinserted into the exclusion set. The described
algorithm evades this behavior by coloring object’s duplicates. Pre-
cisely, each level of the eD-Index has its unique color and every du-
plicate of an object has colors of all the preceding levels where the
replicated object is stored. Figure 6.7 provides with an example of
an eD-Index structure with 4 objects emphasized (a circle, a square,
a triangle, and a hexagon). For example, the circle is replicated and
stored at levels 1, 3, and 6. The circle at level 1 has no color because
it is not a duplicate while the circle at level 3 has color of level 1
because it has already been stored at level 1. Similarly, the circle at
level 6 is colored with red and blue, since it is stored at the preced-
ing levels 1 and 3. By analogy, other objects are marked. Notice that
the exclusion bucket has not specific color assigned, however, objects
stored in the exclusion bucket can have colors if they are copies (e.g.
see the square). The triangle stored at the second level is not colored
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th4    level: 2 buckets

th5    level: 2 buckets

th6    level: 2 buckets

rd3    level: 2 buckets

st1    level: 4 buckets

nd2    level: 4 buckets

exclusion bucket

Figure 6.7: Coloring technique applied in the eD-Index.
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because it is not accommodated at any preceding levels. Before the
algorithm examines a pair it decides whether the objects of the pair
share any color. If they have at least one color in common the pair is
eliminated. The concept of sharing a color by two objects means that
these objects are stored at the same level thus they are checked in a
bucket of that level. For convenience, see the circle and the hexagon
at the level 6, which share the red color. This is the consequence that
both these objects are also stored at the first level.

The latter issue limits the value of parameter ρ, that is, 2ρ ≥ ε. If
ε > 2ρ some qualifying pairs are not examined by the algorithm. In
detail, a pair is missed if one object is from one separable set while
the other object of the pair is from another separable set. Such the
pairs cannot be found with this algorithm because the exclusion set
overloading principle does not duplicate objects among separable
sets. Consequently, the separable sets are not contrasted enough to
avoid missing some qualifying pairs.
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Chapter 7

eD-Index Evaluation

7.1 Performance Evaluation

In order to demonstrate suitability of the eD-Index to the problem of
similarity self join, we have compared several different approaches
to join operation. The naive algorithm strictly follows the definition
of similarity join and computes the Cartesian product between two
sets to decide the pairs of objects that must be checked on the thresh-
old µ. Considering the similarity self join, this algorithm has the time
complexity O(N 2), where N = |X|. A more efficient implementa-
tion, called the nested loops, uses the symmetric property of metric
distance functions for pruning some pairs. The time complexity is
O(N ·(N−1)

2
). More sophisticated methods use prefiltering strategies

to discard dissimilar pairs without actually computing distances be-
tween them. A representative of these algorithms is the range query
join algorithm applied on the eD-Index. Finally, the last compared
method is the overloading join algorithm, which is described in Sec-
tion 6.4.3.

We have conducted experiments on two real application envi-
ronments. The first data set consisted of sentences of Czech lan-
guage corpus compared by the edit distance measure, so-called Lev-
enshtein distance [68]. The most frequent distance was around 100
and the longest distance was 500, equal to the length of the longest
sentence. The second data set was composed of 45-dimensional vec-
tors of color features extracted from images. Vectors were compared
by the quadratic form distance measure. The distance distribution of
this data set was practically normal distribution with the most fre-
quent distance equal to 4,100 and the maximum distance equal to
8,100. Figure 5.1 shows distance distributions in graphs.
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Figure 7.1: Join queries on the text data set.

In all experiments, we have compared three different techniques
for the problem of the similarity self join, the nested loops (NL) algo-
rithm, the range query join (RJ) algorithm applied on the eD-Index,
and the overloading join (OJ) algorithm, again applied on the eD-
Index.

7.1.1 Join-cost ratio

The objective of this group of tests was to study the relationship be-
tween the query size (threshold, radius, or selectivity) and the search
costs measured in terms of distance computations. The experiments
were conducted on both the data sets each consisting of 11,169 ob-
jects. The eD-Index structure used on the text data set consisted of
nine levels and thirty-nine buckets. The structure for the vector data
collection contained eleven levels and twenty-one buckets. Both the
structures were fixed for all experiments.

We have tested several query radii up to µ = 28 for the text set
and up to µ = 1, 800 for the vector data. The similarity self join op-
eration retrieved about 900,000 text pairs for µ = 28 and 1,000,000
pairs of vectors for µ = 1, 800, which is much more than being inter-
esting. Figure 7.1 shows results of experiments for the text data set.
As expected, the number of distance computations performed by RJ
and OJ increases quite fast with growing µ. However, RJ and OJ al-
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Figure 7.2: Join queries on vectors.

gorithms are still more than four times faster then NL algorithm for
µ = 28. OJ algorithm has nearly exceeded the performance of RJ al-
gorithm for large µ > 20. Nevertheless, OJ is more than twice faster
than RJ for small values of µ ≤ 4, which are used in data cleaning
area. Figure 7.2 demonstrates results for the vector data collection.
The number of distance computations executed by RJ and OJ has
the similar trend as for the text data set – it grows quite fast and it
nearly exceeds the performance of NL algorithm. However, the OJ
algorithm performed even better than RJ comparing to the results for
the text data. Especially, OJ is fifteen times and nine times more ef-
ficient than RJ for µ = 50 and µ = 100, respectively. Tables 7.1, 7.2
presents the exact values of speedup measured for both text and vec-
tor datasets.

The results for OJ are presented only for radii µ ≤ 600. This lim-
itation is caused by the distance distribution of the vector data set.
Specifically, we have to choose values of ε and ρ at least equal to
1, 800 and 900, respectively, for being able to run join queries with
µ = 1, 800. This implies that more than 80% of the whole data set
is duplicated at each level of the eD-Index structure, this means that
the exclusion bucket of the whole structure contains practically all
objects of the data set, thus, the data set is indivisible in this respect.
However, this behavior does not apply to small values of µ and ε
where only small portions of data sets were duplicated.
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Speedup
Radius RJ OJ

1 435.2 1136.0
2 115.5 266.1
3 51.5 102.3
4 29.5 52.7
5 33.7 49.2

10 10.0 13.8
15 6.3 9.2
20 5.8 7.3
28 4.1 5.8

Table 7.1: Join Speedup for text

Speedup
Radius RJ OJ

50 51.6 748.7
100 25.2 239.1
300 7.8 30.6
600 3.7 8.4
900 2.4

1200 1.8
1500 1.5
1800 1.3

Table 7.2: Join Speedup for vectors
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Speedup
Radius RJ OJ

1 274.3 448.8
2 100.0 195.5
3 48.2 89.1
4 28.3 48.1
5 31.0 42.2

10 9.8 11.8
15 6.2 7.4
20 5.7 5.9
28 4.1 4.3

Table 7.3: Join Speedup for text with building costs included

This group of experiments was aimed at situations where similar-
ity join operations are performed repetitively on the same structure.
The data stored in the structure can, of course, vary, i.e. insertions
and deletions can be performed. In the following tables 7.3, 7.4 we
present the same results, however, the numbers of distance compu-
tations include the costs needed to create the structure. In particu-
lar, the presented values are numbers of distance function evalua-
tions made during the join query execution and during building the
structure. To ensure objective comparison, the tables quote values
of speedup. The results are mainly influenced by building costs for
small queries while the speedup is more stable for larger values of
the query threshold. In general, the eD-Index is applicable in both
the situations when a similarity join query is performed only once or
the query is repeated.

7.1.2 Scalability

The scalability is probably the most important issue to investigate
considering the web-based dimension of data. In the elementary
case, it is necessary to study what happens with the performance
of algorithms when the size of a data set grows. We have experimen-
tally investigated the behavior of the eD-Index on the text data set
with sizes from 50,000 to 250,000 objects (sentences).

We have mainly concentrated on small queries, which are typical
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Speedup
Radius RJ OJ

50 50.0 521.0
100 24.8 209.8
300 7.7 30.1
600 3.7 8.4
900 2.4

1200 1.8
1500 1.5
1800 1.3

Table 7.4: Join Speedup for vectors with building costs included
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Figure 7.3: RJ algorithm scalability.
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Figure 7.4: OJ algorithm scalability.

for data cleaning area. Figure 7.3 and Figure 7.4 report the speedup
(s) of RJ and OJ algorithms, respectively. The results indicate that
both RJ and OJ have practically constant speedup when the size of
data set is significantly increasing. The exceptions are the values for
µ = 1 where RJ slightly deteriorates while OJ improves its perfor-
mance. Nevertheless, OJ performs at least twice faster than RJ algo-
rithm.

In summary, the figures demonstrate that the speedup is very
high and constant for different values of µ with respect to the data
set size. This implies that the similarity self join with the eD-Index,
specifically the overloading join algorithm, is also suitable for large
and growing data sets.
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Chapter 8

Conclusion

Contrary to the traditional database approach, the Information Re-
trieval community has always considered search results as a ranked
list of objects. Given a query, some objects are more relevant to the
query specification than the others and users are typically interested
in the most relevant objects, that is the objects with the highest ranks.
This search paradigm has recently been generalized into a model
in which a set of objects can only be pair-wise compared through
a distance measure satisfying the metric space properties. Metric
spaces have recently become an important paradigm for similarity
search and many index structures supporting execution of similarity
queries have been proposed. However, most of the existing struc-
tures are limited to operate on main memory only, so they do not
scale up to high volumes of data. In this dissertation, we have con-
centrated on the case where indexed data are stored on disk memo-
ries.

8.1 Summary

In the first stage, we provide the necessities for understanding the
metric spaces. We also give examples of distance measures to il-
lustrate the wide applicability of structures based on metric spaces.
Next, we define several similarity queries – the simplest is range
search, the nearest neighbors search, its reverse variant and similar-
ity join queries. Combinations of these queries are also concerned.
The most important part of this chapter presents fundamental con-
cepts of using metric postulates to increase the search efficiency. We
formulate several lemmata supplemented with mathematical proofs.
All indexing techniques in metric spaces utilize at least one of parti-
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tioning and filtering algorithms. We provide the reader with expla-
nations of ideas of these methods. Finally, we mention the problem
of selecting reference elements because all indexes need directly or
indirectly some fixed points for partitioning or filtering.

In the next chapter, the survey of existing solutions for metric
spaces is rendered. We start with the ball partitioning principle such
as Fixed Queries Trees or Vantage Point Trees. Next, we concentrate
on methods based on the generalized hyperplane partitioning. A
separate section is dedicated to probably the most successful struc-
ture called M-Tree. To conclude this part, we focus on matrix-based
approaches and we also shortly discuss the problem of transforming
metric spaces to vector spaces.

The remaining parts present the contributions of this dissertation.
In Chapter 4, we propose the novel access structure D-Index, which
is able to deal with large archives because it supports disks. As a
result, the D-Index reduces both I/O and CPU costs. The organiza-
tion stores data objects in buckets with direct access to avoid hier-
archical bucket dependencies. Such the organization also results in
a very efficient insertion and deletion of objects. Though similarity
constraints of queries can be defined arbitrarily, the structure is ex-
tremely efficient for queries searching for very close objects. The next
chapter contains results of exhaustive experiments that have been
conducted to verify D-Index properties. We have also compared the
D-Index with other approaches, such as the M-Tree, the Excluded
Middle Vantage Point Forest and a sequential scan.

In the next chapter, we concentrated on the problem of similar-
ity joins, which are applicable in the areas of data cleaning or copy
detection. First, we start with the theoretical overview of individual
approaches and categorize them. We then study and compare pos-
sible implementations. Next, we propose a modification of original
D-Index called eD-Index. This structure supports not only range and
k-nearest neighbor queries but also similarity joins. The idea incor-
porated is that we duplicate some objects to allow to perform the join
operation independently in buckets. This work concludes with the
evaluation of eD-Index.
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8.2 Contribution

This thesis contributes two novel access structures D-Index and eD-
Index to the IR and DB community. The D-Index access structure
synergistically combines more principles to a single system in order
to minimize both I/O and CPU costs, that is, it reduces the number of
accessed data and the number of distance evaluations needed to re-
trieve them. This new technique recursively divides the metric space
into separable partitions (buckets) of data blocks to create a multi-
level structure. At the same time, the applied pivot-based strategies
(filtering algorithms) drastically decrease I/O costs. We sum up the
most important properties of D-Index in the following:

• A new object is typically inserted with one block access. Since
blocks are of fixed size the accessed block can overflow and
splitting of the block leads to another block access.

• The number of distance computations between pivots and in-
serted objects is upper-bounded by ∑h

i=1 mi.

• For all queries such that the most dissimilar object is within
the distance of ρ from the query object, the number of accessed
buckets is h + 1 at maximum.

• For range queries with radius r = 0, i.e. the exact match, the
successful search is typically solved with one block access and
the unsuccessful search usually does not require any access.
This is the very desired property because the exact match is
used for locating an object to delete.

• For search radii greater than ρ, the number of visited buckets
is higher than h + 1, and for very large search radii, the query
evaluation can eventually access all buckets of the structure.

• The number of distance computations between the query ob-
ject and pivots is determined by the highest level of an accessed
bucket. We can upper-bound the number of distance computa-
tions by the expression ∑h

i=1 mi.
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• There is also a possibility of approximate similarity search. If we
limit the search radius r to the ρ regardless the fact that its ac-
tual value is greater than ρ we employ the property that the
D-Index visits h+1 buckets at maximum. In this case, the costs
are upper-bounded, however, we receive only partial results.

• The multilevel design of D-Index inherently offers parallel and
distributed implementations. The simplest option is to allocate
each level on a separate site.

• The D-Index access structure is not limited only to vectors or
strings. It is applicable on any data, however, the distance func-
tion must satisfy the metric postulates.

Contrary to other index structures, such as the M-tree, the D-
Index stores and deletes any object with one block access cost, so it is
particularly suitable for dynamic data environments. Compared to
the M-tree, it typically needs less distance computations and much
less disk reads to execute a query. The D-Index is also economical
in space requirements. It needs slightly more space than a sequen-
tial organization, but at least two times less disk space compared to
the M-tree. As experiments confirm, it scales up well to large data
volumes.

We have also concerned the problem of similarity joins. This is-
sue did not attract much attention of research community. Nonethe-
less, a few studies on indexing of similarity joins have been recently
published. We have developed new algorithms for similarity joins,
especially, for similarity self joins. The new structure eD-Index is
based on the D-Index and it extends its domain of supported queries
with similarity self joins. The idea behind the eD-Index is to modify
the partitioning so that the exclusion bucket overlaps with separa-
ble buckets and some objects are replicated. This principle ensures
that there exists a bucket for every pair qualifying the query SJ(µ)
where the pair occurs. Consequently, we can execute similarity joins
in each bucket separately. A special algorithm is used to efficiently
find buckets, which must be accessed, and avoid access to replicated
pairs. In this way, the eD-Index speeds up the evaluation of similar-
ity joins. To conclude, we summarize properties of the eD-Index:

• preserves all advantages of D-Index structure,
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• extremely efficient for small radii of similarity joins where prac-
tically on-line response times are guaranteed,

• never worse in comparison with specialized techniques [42, 44].

8.3 Research Directions

Many interesting research directions are ahead.

• Recently, many researchers recognized the urgent need to deal
with large data archives and they focus on the design of dis-
tributed search engines that would support lower response
times and would scale up well to the future needs. This, of
course, relates to the fast development of computer networks
and the availability of broadband connections that allow such
the systems. The D-Index structure is designed as a multilevel
structure that offers parallel and distributed implementations.
There are several ways of distributing the structure on several
disks or computers. We will exploit the ideas in the future.

• The D-Index is able to cope with dynamic data but its struc-
ture is rather static and does not change. In case of difficulties
the structure can be redesigned and data reinserted. Our fu-
ture work will concern this issue and we plan to develop the
D-Index with dynamic structure to avoid expensive reorgani-
zations.

• Recent works have highlighted the importance of reverse near-
est neighbor queries (see Section 2.3) in many application ar-
eas, such as mobile networks, decision support systems, and
document repositories. This type of similarity query is very
challenging and we will focus on it in the near future.

• To support usage of metric space indexes in the computer in-
dustry it is necessary to provide implementations for common
database systems, e.g. PostgreSQL.

• The next goal is to verify properties of proposed structures in
real and functional applications. We would like to develop
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a system for image retrieval that would support similarity
queries.
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Snášel. Revisiting M-Tree building principles. In Leonid A.
Kalinichenko, Rainer Manthey, Bernhard Thalheim, and Uwe

154



BIBLIOGRAPHY

Wloka, editors, Advances in Databases and Information Systems,
7th East European Conference, ADBIS 2003, Dresden, Germany,
September 3-6, 2003, Proceedings, volume 2798 of Lecture Notes in
Computer Science. Springer, 2003.

[81] Ioana Stanoi, Divyakant Agrawal, and Amr El Abbadi. Reverse
nearest neighbor queries for dynamic databases. In ACM SIG-
MOD Workshop on Research Issues in Data Mining and Knowledge
Discovery, pages 44–53, 2000.

[82] Ioana Stanoi, Mirek Riedewald, Divyakant Agrawal, and
Amr El Abbadi. Discovery of influence sets in frequently up-
dated databases. In The VLDB Journal, pages 99–108, 2001.

[83] Jeffrey K. Uhlmann. Satisfying general proximity/similarity
queries with metric trees. Information Processing Letters,
40(4):175–179, 1991.

[84] Enrique Vidal. New formulation and improvements of the
nearest-neighbour approximating and eliminating search algo-
rithm (AESA). Pattern Recognition Letters, 15(1):1–7, 1994.

[85] Juan Miguel Vilar. Reducing the overhead of the AESA metric-
space nearest neighbour searching algorithm. Information Pro-
cessing Letters, 56(5):265–271, 1995.

[86] Congjun Yang and King-Ip Lin. An index structure for efficient
reverse nearest neighbor queries. In ICDE, pages 485–492, 2001.

[87] Peter N. Yianilos. Data structures and algorithms for near-
est neighbor search in general metric spaces. In Proceedings of
the fourth annual ACM-SIAM Symposium on Discrete algorithms,
pages 311–321. ACM Press, 1993.

[88] Peter N. Yianilos. Excluded middle vantage point forests for
nearest neighbor search. In 6th DIMACS Implementation Chal-
lenge, ALENEX’99, Baltimore, MD, 1999.

155


