Bounded Arithmetic and Descriptive Complexity

Achim Blumensath

Mathematische Grundlagen der Informatik
RWTH Aachen, D-52056 Aachen
blume@i7.informatik.rwth-aachen.de

Abstract. We study definability of languages in arithmetic and the free
monoid by bounded versions of fixed-point and transitive-closure logics.
In particular we give logical characterisations of complexity classes " by
showing that a language belongs to € if and only if it is definable in either
arithmetic or the free monoid by a formula of a certain logic. We investi-
gate in which cases the bounds of fixed-point operators may be omitted.
Finally, a general translation of results from descriptive complexity to
the approach described in this paper is presented.
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1 Introduction

Descriptive complexity theory studies the connections between definability and
complexity classes (see [1,4,5] for an overview). The most common approach
originates in finite model theory and yields characterisations of the following
form: “Some class £ of finite structures belongs to the complexity class € if
and only if % is the class of finite models of some sentence of the logic £.”
More formally, " € € iff # = Mod(y) for some ¢ € £. Starting with Fagin’s
famous characterisation of NPTIME descriptions of most of the common com-
plexity classes have been obtained in this way.

Another equally well developed method is based on function algebras and
recursion schemes (see [3] for an overview, or [6] for a formulation in terms of
proof theory). It originated in recursion theory with characterisations of the
recursive and primitive recursive functions and later on was applied by Cobham
to describe the class of polynomial time computable functions.

In the present article we will follow a third approach. We fix a model with
universe {0,1}*, N, or some other countable set with canonical encoding in
{0,1}*, and investigate which languages are definable within this model using
different logics. This approach has mainly been used in recursion theory so far,
for instance to define the arithmetic and analytic hierarchy. To the author’s
knowledge there are only few characterisations of decidable complexity classes
using this method. The Biichi-Bruyere Theorem (see [2] for an overview) states
that the p-adic encoding of a set of natural numbers is regular if and only if the set
is first-order definable in (N, +, V,,) where V},(z) := p* for the greatest k such that
p¥|z. Wrathall [7] showed that the class of languages definable by AJ-formulae in



(N, 4+, -) is equal to the linear hierarchy. As mentioned in [6], a characterisation of
the polynomial hierarchy is obtained if one adds the operator z#y = 2108271082y

Below we will show that by adding fixed-point or transitive-closure opera-
tors those results can be extended to characterise many of the usual complexity
classes. The results themselves are unsurprising and mirror those of finite model
theory. Indeed, the similarity between both approaches enables us to present
a translation from the formalism of finite model theory to definability in the
binary tree and vice versa. So, what are the differences between them? First,
our formalism seems to be more general since by using other structures than the
binary tree—e.g., arithmetic—we can capture different classes such as EXPTIME
or EXPSPACE for which there is no “classical” characterisation. A second point
is that depending on the circumstances one approach might be more convenient
to work with. For instance, from an an algorithmic point of view the classi-
cal approach seems to be more suitable since one can speak about, say, graphs
directly instead of having to encode them as words. On the other hand when
dealing with languages, e.g., in structural complexity, or when thinking of appli-
cations in feasible model theory, our formalism might be of advantage. Finally,
by changing the formalism a different set of logical and algebraic methods for
the investigation of complexity classes becomes available (although whether this
is of any help remains to be seen).

The paper is organised as follows. In the next section we give a short overview
of classical descriptive complexity theory and list some results for comparison.
Furthermore, we introduce the logics used in the rest of the article.

Section 3 considers various structures of natural numbers and investigates
which complexity classes can be characterisations within them. We show how
to generalise these results to arbitrary linear orderings of type w, and study in
which cases the bounds of fixed-point operators are really needed.

In Section 4 we turn to the free monoid and show that many classical results
can be translated to our approach, and vice versa.

2 Preliminaries

We recall the basic definitions of descriptive complexity theory. For simplicity
we will consider only languages over a binary alphabet. In the classical approach
each word w € {0,1}% is represented by the word model

w:= ({0,...,|w| — 1}, <, S, min, max, P)

where S is the successor relation of <, min and max are the first and last
elements, and P is the set of positions carrying the symbol 1. While in descriptive
complexity theory one usually allows classes of arbitrary finite models we will
only consider word models in the following.

Let € be a complexity class. We say that the logic £ captures € (on word
models) iff € = {L(¢) | ¢ € £}, where L(p) :={w e {0,1} |lwE¢}.

Logics capturing complexity classes include first-order logic FO and its ex-
tensions by transitive-closure or fixed-point operators, and fragments of second-
order logic (see Table 1).



Table 1. Logics capturing complexity classes

Class Logic Class Logic Class Logic
AC? FO Prive  FO(LFP) NrTIME %1
LOGSPACE FO(DTC) —” —  Xi-HORN PH SO
NrLoaspaCE ~ FO(TC) —” —  SO-HORN PspacE  FO(PFP)

(Deterministic) transitive-closure logic FO((D)TC) is obtained from FO by
adding the operator

[(D)TC; 5 » (7,9, 2)](a,v).

The semantics is defined as follows (where for notational convenience we omitted
all references to the structure in question). [TCz 5 ¢](@,b) holds iff there are
tuples @g = @, @, ..., @, = b, n > 0, such that o(a;,a;+1) holds for all i < n.
The deterministic version is defined by

[DTCJEZJ (p(.i‘, v, 2)](@, 'D)
= [TCay ¢(2,5.2) AV (9(2,7,2) — §' = 9)) (4, 0)

Similarly, in least and partial fixed-point logic FO(LFP) and FO(PFP) one
adds the operator

[L/PFPp & (R, T, 2)](u)

where in the case of LFP, R occurs only positive in ¢. To define the semantics
consider the operator

F(R) = {a| ¢(R,a) holds }.

[LFPR z ¢](a) holds iff @ is in the least fixed-point of F', and [PFPg z ¢](a) holds
iff there is some n such that F"T1(0) = F*(0) and a € F™(0).

Finally, denote full second-order logic by SO, existential second-order logic by
Y1, and (existential) second-order horn logic by SO-HORN and %}-HORN, respec-
tively. Here, SO-HORN consists of second-order formulae in prenex-normalform
where the first-order part is universal, in conjunctive normalform, and each
clause contains at most one positive literal Xz for second-order variables X.

In this article we want to ask which languages can be defined within some
fixed structure 2. Of course, in order to do so the universe of 2 should either
consists of {0,1}* or we have to choose some encoding of the elements of 2 by
words.

Definition 1. Let A be a countable structure and suppose e : A — {0,1}* is
bijective. Let € be a complexity class. We say that the logic £ captures € on 2

iff
€ ={e(p") | p(z) € L},
where o :={a € A|A = p(a)}.



Obviously this definition may be generalised to relations of arbitrary arity.
As there are pairing functions definable in all structures considered below the
arity can w.l.o.g. assumed to be one. So, for simplicity, we will only deal with
this case.

Below we will investigate which classes are captured on several variants of
arithmetic and the free monoid. Since the first-order theory of arithmetic is
highly undecidable, we can only hope to capture decidable complexity classes by
fragments of FO. In particular we will try to ensure that all variables only range
over finite sets. The following definition was motivated by the observation that
in recursion theory “bounded quantifiers come for free.”

Definition 2. Fix some structure 2. A bounded guard on 2l is a quantifier-free
formula o(; ) such that for allb € A™ the set {a € A™ | 2 |= a(a;b) } is finite.
Here, T are called the bounded variables of «, and § are the free variables or
parameters of a.

The bounded fragment BFO on 2 is defined like FO where all quantifiers
are guarded, i.e., of the form (QZ.a)p for @ € {3,V} and some bounded guard «
with bounded variables T.

For O € {DTC,TC,LFP,PFP} we define the bounded version BO by re-

stricting the syntaz to
[(D)TC, ; a(y;2) ANp(T,5,2)] and  [L/PFPgR . a(Z;2) A (R, , 2)]

for some bounded guard «. Let BFO(O) be the logic obtained by adding the
operator O to BFO. Similarly, bounded second-order logic BSO is obtained by
adding (unrestricted) second-order quantifiers to BFO.

Definition 3. Let o(Z) be a formula of some bounded logic, and let y be a
variable appearing bound in ¢ (w.l.o.g. assume that no variable is quantified
twice). For values ¢ of Z, the domain of y at ¢ is defined inductively as follows.
Let (Qy.a(y; T, 2))y be the subformula where y is bound.

dom(y) := { a| there are b in the domains of Z such that a(a;E,b) holds}.

Intuitively, the domain contains all values y may have. Note that, by induction
the domains of bound variables are finite.

Remark 4. Regarding the expressive power the following inclusions hold:

FO C FO(TC) C FO(TC) C FO(LFP) C FO(PFP)
Ul ul ul Ul ul
BFO C BFO(BDTC) C BFO(BTC) C BFO(BLFP) C BFO(BPFP)

3 Arithmetic and high complexity classes

In this section we will consider (N, <,.%), the natural numbers with order and
some additional functions f € .# where . is allowed to be empty. Note that in
this case we can w.l.o.g. assume that all guards are of the form

T <) =20 <tH A ATt < HG)



for some .Z-term t. The expressive power of bounded logics mainly depends on
the growth-rate of the bounds. In order to compare such rates we define %y < .%;
for classes .%y and .#; of functions on N iff for all fo € %y there is some f; € .7
such that fo(n,...,n) < fi(n,...,n) for all n € N, and we write .%y = .%; iff
both yo S fl and 91 S 90.

Let 7.% be the set of terms built from functions of .#. We will see that
it mainly depends on the growth-rate of 7. which complexity classes can be
captured on (N, <,.7).

In order to define the complexity of a set of natural numbers it is assumed
that numbers are coded by their binary encoding in reversed order, i.e., with
the least significant bit first. Note that the number of bits of n is [logy(n + 1)].
Thus, given a monotone function f : N¥ — N and a tuple 7 € N¥ where n; has
l; bits, the number of bits of f(7) is

(Bf)(I) = ﬂog2 (f(2l°71, A 21’“171) + 1)}

Our first result is preceeded by some two lemmas. Let f : N¥ — N be a
function such that f(a) > a; for all i < k. We call a formula ¢(Z) f-bounded iff
for all @ € N¥ and every term #(Z, ) in ¢(Z) the inequality ¢(a,b) < f(a) holds
for values b in the domains of 7. Note that for all formulae ¢(Z) of bounded
logics defined above there is some .Z-term t(Z) such that ¢ is t-bounded.

Lemma 5. Let ¥ be a set of functions whose graphs are decidable in linear
space, and let () € BFO be f-bounded. The question whether (N, <, Z) =
(@) can be decided in space O(|p|log, f(a)).

Proof. Since p is f-bounded we need to consider only values less than f(a@). These
can be stored in space O(log, f(@)). The claim is proved by induction on ¢. To
evaluate a function h(b) we can enumerate all numbers ¢ and check if the tuple
(b,c) belongs to the graph. Thus, since both the arguments and the values of
functions are less than f(a), atoms can be evaluated in space O(log, f(a)). The
induction step for boolean connectives is trivial. So consider a formula of the
form (Qy < #(Z))Y(y,T). To decide whether it holds we can iterate over all
values for y. The only space needed to do so is the storage of y. Thus, it is
sufficient to have space O(log, f(a)) for each variable appearing in ¢. O

The second lemma shows that in many cases we can assume that addition
and multiplication is available.
Lemma 6. The graphs of addition and multiplication are BFO(BDTC)-defin-
able in (N, <).
Proof. Clearly, 0 and the successor relation S are definable. 4+ and - are defined
via the usual recurrence.
r+y=z:=(y=0Ax=2)
V [DTCupwor v <yAv <z ASu'uA Sv'v)(yz,0z)
z-y=z :=(y=0A2=0)
V [DTCupwor v <yAv < zASu'uAv +z=0](yz,00) O



The previous lemma indicates that it does not matter much which functions
are present since many of them are definable if the logic is at least as expressible
as BFO(BDTC). In deed, for such logics, our next result shows that the only
thing which matters is the growth-rate of the available functions.

Theorem 7. Let # and F be sets of functions such that # = BT %, the graphs
of functions in F are computable in linear space, O(n) C Z, and OF C X#. Let
X CN.

(i) X € Dspace[#] iff X is BFO(BDTC)-definable in (N,.7,<).
(ii) X € Nspace[#] iff X is BFO(BTC)-definable in (N, .Z,<).
(iii) X € DTIME[27] iff X is BFO(BLFP)-definable in (N, .Z, <)

iff X is BY{-HORN-definable in (N,.Z, <)
iff X is BSO-HORN-definable in (N, .7, <).
(iv) X € NTiMe[2”] iff X is BYi-definable in (N,.Z,<).
(v) X € Dspacg[2”] iff X is BFO(BPFP)-definable in (N,.7,<).

Proof. In the formulae defined below we will use addition and multiplication
whose graphs are definable in all logics mentioned above. In order to keep them
readable we will use not only their graphs but also the functions themselves. This
can be done since we only use equations of the form x = ¢ for some variable x
and term ¢. Thus all intermediate results are less than or equal to x and we can
reduce ¢ by introducing new variables y by bounded quantification (Jy < z).

Below the following model of Turing machine is used. A k-tape Turing ma-
chine M is given by a tuple (Q, X, A, qo, F') where @ is the set of states, X' =
{0,1} is both the input and the working alphabet, gy is the initial state, F' is
the set of final states, and

ACQx X xEFx X% xQx{-1,0,1}}

is the transition relation with components: old state, symbol on the input tape,
symbols on the working tapes, symbols to write on the working tapes, new state,
and movement of the heads.

We prove only two items. The other proofs are similar.

(i) (=) Let M = (Q,X,A,q, F) be an f space-bounded k-tape Turing
machine recognising X. W.l.o.g. assume that @ = {0,...,n}, ¥ = {0,1}, and
go = 0. Choose some .Z-term r(z) such that f(x) < Br(xz) for all z € N.
Configurations of M can be stored in tuples (g, @, p) where each component is less
than 2r(z). If there is a formula TRANS(¢, &) expressing that the configuration
stored in & is the successor of ¢, we can determine whether a final configuration
can be reached from the initial one using an DTC-operator.

px(x) = (Fwy - wrpo - pr < 2r(x))

\/ DTChupqguwy ¢0'D < 2r(z) N TRANS(qup, ¢'w'p)]
qf€F (00---01---1 gswy - wkpo - - - Pr)-
ko k41



TRANS is defined by
TRANS((qwp, ¢'w'p') =

k
\ (q:mq/ = j A bitay (2, p0) A [\ MOVEy, (p1, p})
(3,a0@,b,j,M)EA 1=0

e

A N\@Bs<w)3s <p)(w = (2s+a)p + 8 A

l
wy = (25 + bi)pr + S')),

1

where

bitq(x, p) (Fs <2)(3s' <p)lx=(2s+d)p+s),

p=2p ifm=-1,
MOVE,,(p,p') :==<p' =p ifm=0,
p=2p ifm=1.

(<) Let X be defined by ¢(z), and let ¢(z) be t(z)-bounded. Since Z =
BT . there is some r € # with log,t(2") < r(n) for all n € N. Thus it is
sufficient to prove that X € DSPACE[O(log, £(2™))]. For BFO-formulae this was
proved in the above lemma. It remains to consider the evaluation of a DTC-
operator [DTCz 5 Z < s(Z) A ¢(Z,9,Z)] which can be done by calculating the
sequence Tg, T1, T2, ... of tuples such that (Z;, Z;11, Z) holds for all i. By induc-
tion we can assume that this condition can be checked in DSPACE[O(log, t(2™))].
In order to compute Z;+1 we only need to remember z;. Thus the space to store
two such tuples is sufficient.

(i) (=) Let M = (Q,X,A,qp, F) be an f time-bounded k-tape Turing
machine recognising X. W.l.o.g. assume that @ = {0,...,n}, ¥ = {0,1}, and
go = 0. Choose some .Z-term t(z) such that f(z) < Bt(x) for all 2 € N, and let
r(x) = 2t(z) + n. Using least-fixed points we inductively define relations Q, W,
P containing the whole run of M on input x. For instance, (¢,t) € Q means that
M is in state ¢ at time ¢. W.l.o.g. we define those relations by a simultaneous
fixed-point which can always be transformed into a normal one.

Px (l‘) = (Ht < T(,’E)) \/ [LFPQ,qt;W,apt;P,pt qt < T(,’E) A wQ
el apt < r(x) A Pw,

apt < r(z) A\ Yw,
pt < r(x) Ap,

pt <r(x) ANpJo(grt)



where

CONFaa(t) =
Qqt A (Fp < r(x))(Fs < z)(3s' < p)(Popt ANz = (25 +ag)p + &)

=

A N\ 3p < r(x))(Pipt A Wiaipt)

!
Yo(g,t

~— =

=(q=0At=0)V \/ (CONF; 4pa(t —1) A g = j)
(i,a0a,b,j,m)EA
’l/)Wz(a’vpat) = (a’ =0At= 0)
v \/ [CONF;aya(t —1) A
(i,a0a,b,j,m)EA
G’ <r(@)(Pp'(t = 1) A [(p # P’ A Wiap(t — 1))
Vp=p Na=0b)])
¥p(p,t) = (p=1At=0)
vV \/ [CONF;qa(t — 1) A
(i,a0a,b,j,Mm)EA
(3’ <r(@))(Pp'(t — 1) AMOVEm, (p,p))]

(<) Let X be defined by ¢(x), and let p(z) be t(x)-bounded. Since #Z =
BT % there is some r € # with log,t(2") < r(n) for all n € N. Thus, it is
sufficient to prove that X € Drimp[290°8212")] = DTMe[O(t(2")°M)]. To
evaluate a fixed-point operator [LFPrz T < t(7) A ¥(Z, )] we calculate its
stages R°, R', R?, ... where by boundedness we only need to consider the part
R":= R'nH{0,...,t(a) — 1}". Thus, R""! can be computed in ¢(a)" steps from
R' each of which takes time O(t(a)®™® (by induction). Since the fixed-point is

reached after at most (a)" stages we obtain a bound of O(t(a)®™M) -t(a)"-t(a)™).
O

To apply this theorem we need to define functions of appropriate growth. Let
x # y = 2Moe2 1Moz vl (Note that # is associative and commutative.) Since

BT{+,-} =0(n),

BT {+,-,#} = 0(n°W),

BT {+,-,2"} =T{2"}
we obtain the results in Table 2. What happens when no functions are present?
Theorem 8. Let X C N. The results of the previous theorem also hold for
F =0 and Z = O(n).

Proof. The only place where the proofs above fail is the existence of a term r(z)
providing a bound large enough to store either the complete contents of a tape
or the position of a cell on the tape. For # = O(n) this term would be r(z) := z°



Table 2. Logics capturing complexity classes on arithmetic

Class Logic Structure
DspACE[O(n)] BFO(BDTC) (N, <,+,-)
Nspace[O(n)] BFO(BTC) (N, <,+,-)
PSPACE BFO(BTC) (N, <,+,-,#)
DTiME[2°(™]  BFO(BLFP) (N, <,+,-)
NTiMe[29™]  Bx} (N, <, +,)
EXPTIME BFO(BLFP) (N, <,+,-,#)
NEXPTIME Bxi (N, <, +,-,#)
Dspaci[2°(™] BFO(BPFP) (N, <,+,-)
EXPSPACE BFO(BPFP) (N, <,+,-,#)
ELEMENTARY BFO(BDTC) (N, <,+,-,2")

for some c¢. Though such an r is not available we can handle values of this size
by storing each in ¢ variables. Using the (BFO-definable) lexicographic order on
c-tuples we can then define addition and multiplication as above. O

The only property of (N, <, %) used in the proofs above was the order type
and the growth-rate of .7-terms. This enables us to generalise the results to ar-
bitrary structures as follows. Let % = (4, <, Ry, ..., Ry, fo,..., fs) be a linearly
ordered structure of order type w. For a € A let |a] :={be A|b<a}. If we
identify elements a € A by the natural number |a| we get the isomorphic struc-
ture (N, <, R, ..., R., f§,..., fl) to which we can apply our capturing results.
If the complexity of subsets X C A is measured with regard to the encoding
a — |a| we obtain

Theorem 9. Let A = (A, <, Ry, ..., Ry, fo,-.., [s) be a linearly ordered struc-
ture of order type w such that R;, i < r, and the graphs of f;, i < s, are
computable in linear space. Let F = {fo,..., fs} and let Z be a set of functions
such that if F is empty then & = O(n), otherwise # = BT.%, O(n) C Z, and
O% CR. Let X C A.

(i) X € Dspace[#] iff X is BFO(BDTC)-definable in 2.
(ii) X € NspacE[#Z] iff X is BFO(BTC)-definable in .
(iii) X € DTME[27] iff X is BFO(BLFP)-definable in 2
iff X is BY{-HORN-definable in A
iff X is BSO-HORN-definable in 2.
(iv) X € NTime[2?] iff X is BY]-definable in 2.
(v) X € Dspacg[2”?] iff X is BFO(BPFP)-definable in .
So far, we only considered extensions of first-order logic. Next we look at the

expressive power of BFO. An old result provides an answer in the case of the
structure (N, <, +, ).



Theorem 10 (Wrathall [7]). X belongs to the linear hierarchy iff X is BFO-
definable in (N, <,+,-).

As mentioned in [6], by adding the operator # characterisation of PH is
obtained.

Theorem 11. X € PH iff X is BFO-definable in (N, <,+, -, #).
Proof. (<) Let X be defined by

() = (Qoyo < to) - (Qn-1Yn—1 < tn—1)¥(2,7)

where ¢ is quantifier-free. There is some k € N such that ¢(x) is (2103’51)—
bounded. Hence each y; (i < n) can be encoded in (log, x)* bits. Obviously,
quantifier-free formulae (@) can be evaluated in polynomial time with respect
to the length of a. Thus,

X ={2|Qfyo - Qn_1yn-1R(z,9) }
where all quantifiers are polynomial bounded and

R(xvg) =Y < tO ARERWA Yn—1 < th—1 A 7/1(%5)
is a PTiME-predicate. Hence, X € PH.

(=) By a corollary to Fagin’s characterisation of NPTIME, there is some
¢ € SO such that z € X iff x = ¢ for all z € {0,1}* where z is the word
model of z. We construct a formula ¢(x) € BFO with

zE o iff (N,<,0,1,+,-,#) = @(val(z1))
where val(y) is the number whose binary encoding in reversed order is y. Define

G(x) == (Fp <z +1)(PpAx <2pAg*(x,p))
where p denotes the position of the final digit,

Pr=z=1VMy<z+1)(ylzAy#1—2]y)]
defines the powers of 2, and ¢™* is constructed such that

Z ): w(UO) ey Un—la:‘JOa e 7ym—1)
iff (N,<,0,1,4+,-,#) E¢"(z,p,ug,...,up—1,2%0,...,2Ym"1)

where u; := Z{ lo+lalzl 4tz 2| ’ (loy .- ylk—1) €U; } Define
(Yo =wy1)" =Yo =1

Yo < 1) =y <y
Py)* := bit(x, y)

AR = * vV *
Jyp)* = 3y <p)(Pay AY")

(
(
(
(—)” ="
(
(
(FUy)* =Fu<p#H- - #p



where bit(x,y) expresses that the bit of  at position y is 1
bit(z,y) = (Fs < z)(Is' <y)(x = (2s+ )y + ). O

Theorem 12. X C N is of elementary complexity iff X is BFO-definable in
(N, <, +,-,2m).

The proof is done by directly coding computations of Turing machines. In this
case fixed-points are not needed since numbers large enough to code whole runs
are available.

Remark 13. The results of Theorems 7 (i), (ii), and 10-12 also hold for oracle
machines if one adds the orcale set as unary predicate to the structure.

Unbounded fixed-points. Above we met the boundedness requirement for the
logics considered by an ad hoc definition of bounded fixed-points. Next we will
investigate under which conditions this can be avoided by using normal (un-
bounded) operators instead. The first result shows that in many situations it
can not.

Proposition 14. Any relation which is FO(DTC)-definable in (N, <,+,) (in
particular any arithmetic relation) is already BFO(DTC)-definable in (N, <).

Proof. Since addition and multiplication are FO(DTC)-definable it is sufficient
to show how to emulate unbounded quantifiers by DTC-operators. To simulate
Jzp we can enumerate all numbers until some n with ¢(n) is found. Formally,

drp = [DTCy o (me(z) A2’ =2+ 1)V (o(z) A" = 0)](0,0). O

In contrast, for purely relational structures a positive result is obtained. Note
that the proof above shows that it does not hold for transitive-closure operators.

Proposition 15. Let %A = (A, <, Ro, ..., Ry) be a relational structure of order
type w, and let X C A*.

(i) X is BFO(LFP)-definable if and only if it is BFO(BLFP)-definable.
(ii) X s BFO(PFP)-definable if and only if it is BFO(BPFP)-definable.

Proof. (<) is trivial. For (=) consider the stages R°, R!, ... of the fixed-point
induction of ¢(y,z) := [LFPRrz »(Z,4)](Z). Since all bounds are of the form
u < v for variables v and v the decision whether Z € R**! depends only on
values of R for arguments less than

t:=max{To,...,Tn,Y0,- - Ym, 205 -« 2L}

In particular, the value at position Z only depends on lower positions. Therefore
we can replace the operator by an bounded one.

$(7,2) = \/ (max(y:, 7. 2) A x(y) vV \/ (max(z:, 5. 2) A x(z)

% i



Table 3. Logics capturing complexity classes on arithmetic

Class Logic Structure
LiNH BFO (N, <, +,4)
PH BFO (N, <, 4, #)
DspAce[O(n)] BFO(BDTC) (N, <)
Nspace[O(n)] BFO(BTC) (N, <)
PSPACE BFO(BTC) (N, <,#)
DTivE[2°(™]  BFO(BLFP) (N, <)
NTiMe[29™]  Bx} (N, <)
EXPTIME BFO(BLFP) (N, <,#)
NEXPTIME Bx? (N, <, #)
Dspace[2°(™] BFO(BPFP) (N, <)
EXPSPACE BFO(BPFP) (N, <,#)
ELEMENTARY BFO (N, <, +,-,2™)

where max(u, 7, 2) := A\, yx < u A A, 21 < u says that u is a maximal element,
and

X(u) :=[LFPRrz xo S uA - Axyp <ul p(Z,9)](2)

is the bounded version of the LFP-operator. The proof for BFO(PFP) is identi-
cal. O

The characterisations of standard complexity classes we have obtained is
summarised in the table above. The results remain valid if we add any relations
or functions computable in the respective class. In particular we may add 0, 1,
+, and -. Also the structure (N, <) may be replaced by any linear order (4, <)
of the same order type. Similarly, (N, <, #) may be replaced by (A, <, f) where
glegzlal < | f(a)| < 2lgslal for some ¢, d > 1.

4 The free monoid and low complexity classes

So far, we have obtained only characterisations of high (above PTIME) complexity
classes. Intuitively, this was caused by the fact that, in arithmetic with the usual
order, numbers of n bits have about 2" predecessors. If we are interested in
low complexity classes we thus have to choose a different order. In the classical
approach variables can range over n positions in a word model of length n.
Therefore, we next consider the free monoid with prefix-ordering where words
of length n have n predecessors.

Definition 16. Let ¥ := ({0,1}*, 00,01, <) where

oixy iff y = xi, and x <y :iff y=uaxz for some z # ¢.



It turns out that this choice enables us to translate many of the classical
results to our setting and vice versa. Let £ consists of the following logics: FO,
FO(DTC), FO(TC), FO(LFP), FO(PFP), Xi-HorN, 31, SO-HORN, and SO.
For £ € .Z denote by BL the corresponding bounded version.

Theorem 17. Let X C {0,1}F and £ € &. The following statements are
equivalent:

(1) There is some p € £ such that w € X iff w = .
(ii) There is some @(x) € BL such that w € X iff T | p(w).

The familiar results of descriptive complexity theory can thus be stated as

Corollary 18. Let X C {0,1}*.

(i) X € Logspace iff X s BFO(BDTC)-definable in T

(ii) X € NLoaspace iff X is BFO(BTC)-definable in ¥

(iii) X € PTIME iff X is BFO(BLFP)-definable in T
iff X is BY{-HORN-definable in ¥
iff X is BSO-HORN-definable in X.

(iv) X € NPTIME iff X is BYi-definable in T

(v) X e PH iff X is BSO-definable in ¥

(vi) X € PSPACE ifft X is BFO(BPFP)-definable in T

The proof of Theorem 17 is divided into two propositions.

Lemma 19. For every ¢ € £ there is some ¢*(x) € BL such that, for all
we{0,1}7, w e iff TEe"(w).

Proof. We construct ¢*(x) such that for all subformulae ¢ the following condi-
tion is satisfied:

le’l/)(XO77Xn7yO;;ym) iff S':w*(vagvaX;:vySavy:n)

where y; is the prefix of « of length y;, and X, contains a tuple of prefixes of
iff the tuple of their lengths is in X;. In the following definition variables named
Y, Yo, etc. are bounded, whereas x is the only free variable.

(Yo=v1)" ==y =u1 (—p)" =yt

(Py)* =3y 2 2)oryy (Y V) =g v

(Yo <y1)" :==vo <y (Fyy)" =Py < 2)yY”
(X)* = Xy (FXY)" = (3FX)Y

([(D )TC, .5 VI, t)) = [D)TCy 5 vo <A Avp—1 <z APT|(E,T)
(XFPRU’I/) f)) = [XFPRﬁg’(_L<SC/\"'/\Uk71%ZL'/\i/ﬁ](l?) O



Lemma 20. For every p(z) € BL there is some ¢ € £ such that, for all
w€{0,1}F, T p(w) iff wi¢'.

Proof. Note that, since ¢(z) has only one free variable z, all bounded variables
are prefixes of x. Thus, it again is sufficient to ensure that

S':’l/)(zaX()van;yOvaym) iff i'zw/(XéaaX;u|y0|av|ym|>

where the definition of X/ is slightly more involved since there are |z|+ 1 prefixes
of x, but only |z| elements in z. Therefore, we double the arity of X; and define

X1 = { (upoUpys - - - » UoUpy) | (o, .- ur) € X; }
where
0, u;) ifu; <2
u/_ u/. p— ( » ] J
(o, 1) {(|x|—1,|x|—1) if u; = .

In the following definition variables named vy, yg, etc. are bounded, whereas
x is the only free variable. ¢t stands for an arbitrary term which can either be on
of y, x, or one of y, min, max. Furthermore, P‘t is Pt for ¢ = 1, and =Pt for
i =0.

(Yo =y1) = yo =1 (oiyoyr)’ = Syoy1 A P'yo

(y=x)" :=false (oiwt) := false

(x=1) :=true (oiyx)’ =y = max A Py

(Yo < y1)" :==yo < w1 (y <z = true

(x<t) :=false

() =y (Gyo < y1)¥) = Jyo(yo < y1 AY')

(Wvo) =y vy (By =2)y) =3y

(3XFyp) =3y (Xto...th—1) = Xto...Th_1
where

i min y ift=uy,

maxmax if ¢t =zx.
([(D)TCTM v <to N AUp—1 <tp—1 A w](E/,E//))/ =
[(D)ch vy <To AN Avp_1 <tph_1 A ’l/)l](l?l,t_”)

U,
!

([XFPR,@ Uy <tog N Np—1 <tnh_1 A ’L/J](fl)) =
[XFPRJ] Uy < tg N+ NUp—1 <tn,1/\1/)/](17) O

Remark 21. (i) The preceding results can be generalised to formulae with several
free variables.

(ii) Nothing changes if we replace g, o1 by the corresponding functions or
even add concatenation. For the last part note that for all variables y appearing



Table 4. Logics capturing complexity classes on the free monoid

Class Logic Structure

ACP BFO (T, bit)

LoaspacE  BFO(BDTC) ¥
NLoGspACE BFO(BTC) <
PTIME BFO(LFP) <
NPTIME Bxi T
PH BSO T

T

PSPACE BFO(PFP)

in a formula ¢(z) there is some k such that y ranges over values of the form
Yo - Yj, j < k, where the y; are prefixes of x. Hence the value of each y can be
stored in a fixed number of variables and we can eliminate concatenation by its
BFO(BDTC)-definition.

(iii) Since ¥ is relational bounded LFP- and PFP-operators can be replaced
by unbounded ones as in the case of arithmetic.

(iv) If one adds to ¥ either the relations |z| + |y| = |z| and |z| - |y| = |#|,
or the relation bit(z,y) saying that the |y|™® bit of |x| is 1, and considers word
models with analogous predicates, we also can characterise the class ACP, i.e.,
X C{0,1}* is in AC? iff X is BFO-definable in (T, bit).
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