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1. strings as information bearing chunks (Vitek)
words (morphology)

phrase and sentence parsing (syntax)

Ll

word usage in context, word sketches, collocations, named
entity recognition, word meaning, phrase and sentence
meaning, narrative representations (semantics)

5. natural language understanding and dialogue, information
(knowledge) retrieval (pragmatics)

Mostly discrete, non-distributional representations: grammars,
dictionaries, thema/rhema segmentations, word sketches.
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» Machine translation
» Semantic web

» Turing test



» Watson, Siri: machine learning of continuous representations
» distributional semantics (LSI, LDA)

» random walking in texts (Page's rank), availability of
computational resources (global, data intensive and driven
computation)

» human computation with fun (Luis von Ahn)!




evidence for priming, semantic priming, “on-the-fly
computation from distributed linked representation”.

Hoey's lexical priming theory: each occurrence of lexical item
enforces ‘priming’ of it given a co-locational context

“new encounter either reinforces the priming or loosens it
Hebbian learning principle of synaptic neural net learning
locality principle (by magnetic resonance)

» subconsciousness processing (during sleep); one-frame a
advertisment

functionality, expressiveness, behavioural change depending on
“spike trains” of internal (beer, marijuana, engagement) or
external stimuli (conscious or unconscious learning): nothing
carved forever as insect into amber — equilibrium dynamics

» language subjectivity (entity meaning)



» what representations should be used?

» appropriate data structures for given algorithm and application
is the key (c.f. OOP)

» empirical linguistics, natural language data (e.g. text or speech
corpora) as valuable asset and data to deliver natural language
application functionality

Doug Laney (Chief Data Officer): “We have only two assets: money
and data. If we don't treat data as an asset, then it's an expense.”

Peter Norvig (Google Research President): “We should stop acting
as if our goal is to author extremely elegant theories, and instead
embrace complexity and make use of the best ally we have: the
unreasonable effectiveness of data.”
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Conscious — Unconscious

Discrete — Continuous



> introvert/extrovert evaluation from tweets or facebook status
changes

» opinion mining from texts by random walking in texts

(Sebastiani)

from “scholastic” discrete language representations (word lists, word
nets, word sketches, graphs, logics, parsing trees) into continuous
representations: syntax ‘only’ encodes information structure, is
secondary; meaning is primary

as natural language is subjective, so it make sense to use
personal/thematic corpora for choosing and interpreting data



Random walking with restart (from PageRank to
WordMeaningRank):

» a document is supported when cited, and credit propagates
(iterative computation over graph/matrix) ending in
continuous credit evaluation computed from graph/matrix
cluster

» a word meaning computed from corpora is supported when
used, and word meaning propagates, ending in continuous word
meaning evaluation from given (personal, domain) corpora

Although computationally extensive, use cases in [math] IR, word
and formulae disambiguation,. ..
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Coping with Information Overload by Filtering of Big Data

Life is searching, searching is killer app in information society:
group similar and narrow focus of (faceted) search in [your]| Big
Data using natural language knowledge representation.

Different types of representation useful: for plagiarism
word /entity/citation n-grams, for narrative search trains of thought
signatures (similarity of semantic, meaning representation in space),
for topical exploratory search distributional semantics.

Petr Sojka: Towards the Realistic Natural Language Representations RASLAN, December 7th, 2013 12 / 18



» Entity-oriented search (NER, word — entity)

» Knowledge graphs (KG (Google), Satori (Microsoft),
Freebase), Linkedin, Facebook)

» Search assistance, suggestions, dialogue



Zde zadejte hiedané slovo nebo slova oddélena éarkou ( = operator ACCRUE) nebo jinym
operatorem (lze pouZi tiaéitek Volba operatord). Slova budou hledana ve vEech pfipustnych
tvarech (kromé& zmény kmenove souhlasky) bez zietele na velka/mala pismena. PTi hledani
fraze (napf. univerzita karlova) se tato dvé slova zadaji neoddélena carkou. Pfi hledani slova v
pfesném tvaru (bez skiofiovaniiéazovani) se slovo uvede v uvozovkach, napf. VSE™

Hledany text

Jv |
]

ACCRUE

Grabbing the essence (content) of documents — topical modelling.
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LDA Topics Pie Chart for math.0406240
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topic: weighted list of words

document: weighted list of topics

Topic proportions and

Topics Documents assignments
gene 0.04
dna 0.02

genetic 0.0 Seeking Life’s Bare (Genetic) Necessities

i cmn SPRING HARBOR, NEW YORK— “are not all that far apart,” especially in
L ny senes does comparison o the 75,000 genes ig the hu
y g
" Um\mm 0 S
different apprunches preented complen ot up o
life 0.02 tary views of the hasic genes needed forJlifll € us answer may h more than just a g
e 0.01 One rescarch team, - number

more genomes
edwith  sequenced. “Ir mav
rliestlife forms  any newly sequenced

o mere 12848 ‘Arcady Mushegian, - SESSN mo
o other researcher mapped genes ’\\ lecular biologist at the Natioggl Cente
i simple parasite and st for Biotechnology Informatiod TNGBI)

Lok yu\ Bethesda, Ma ur)lkm»l Comparing an

organism  0.01 i

mated that for this organism,
esare plenty todo the

brain 0.04 Job—bu that anything short
neuron 0.02 of 100 wouldn't be enough
nerve 0.01 hough the numbers don’t

ely, those predictiond

— * Genome Mapping and Sequanc-

ing, Cold Spring Harbor, New York, Stripping down. Computer analysis yields an esti-
May 81to 1 mate of the minimum modern and ancient genomes.
data 0.02 “ . .
s © VOL 272 + 24 MAY 199
number  0.02 CIENCE o VOL. 272 « 24 MAY 1996
computer  0.01 [
L
e T

-




Probability

>

0.4

03

0.2

0.1

0.0

all topics computed automatically from document corpora

_15182636465856768695

Topics

human
genome
dna
genetic
genes
sequence
gene
molecular
sequencing
map
information
genetics
mapping
project
sequences

evolution
evolutionary
species
organisms
life
origin
biology
groups
phylogenetic
living
diversity
group
new
two
common

“Disease”
disease
host
bacteria
diseases
resistance
bacterial
new
strains
control
infectious
malaria
parasite
parasites
united
tuberculosis

“Computers”
computer
models
information
data
computers
system
network
systems
model
parallel
methods
networks
software
new
simulations



» evidence for better NL representation from psycholinguistics

» from discrete to continuous language representations

» data-driven, empirical linguistics: the unreasonable
effectiveness of distributive, continuous, language
representations computed from linguistic data like corpora

» use cases for exploratory search, disambiguation in information

retrieval

Credits: Jifi Franek, (illustrations); Daniel Tunkelang, David Blei (pictures)
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