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Abstract

We consider stochastic turn-based games where the winning
objectives are given by formulae of the branching-time logic
PCTL. These games are generally not determined and win-
ning strategies may require memory and/or randomization.
Our main results concern history-dependent strategies. In
particular, we show that the problem whether there exists
a history-dependent winning strategy in lé-player games
is highly undecidable, even for objectives formulated in the
L(F=%/% F=1 F>° G™Y) fragment of PCTL. On the other
hand, we show that the problem becomes decidable (and in
fact EXPTIME-complete) for the L(F~' F>°, G™) frag-
ment of PCTL, where winning strategies require only finite
memory. This result is tight in the sense that winning strate-
gies for L(F~1, F>° G™!, G>°) objectives may already re-
quire infinite memory.

1. Introduction

In this paper we consider stochastic turn-based games
where the winning objectives are given by formu-
lae of the branching-time logic PCTL. Formally, a
2%-p1ayer game G is a finite directed graph where the ver-
tices are partitioned into three subsets Vg, Vo, V. A play
is initiated by putting a token on some vertex. The to-
ken is then moved from vertex to vertex by two players, [
and ¢, who are responsible for selecting outgoing transi-
tions in the vertices of Vg and Vy, respectively. In the ver-
tices of V), outgoing transitions are chosen randomly ac-
cording to a fixed probability distribution. A strategy speci-
fies how a player should play. In general, a strategy may or
may not depend on the history of a play (we say that a strat-
egy is history-dependent (H) or memoryless (M)), and
the transitions may be chosen deterministically or ran-
domly (deterministic (D) and randomized (R) strategies). In
the case of randomized strategies, a player chooses a prob-
ability distribution on the set of outgoing transitions. Note

that deterministic strategies can be seen as restricted ran-
domized strategies, where one of the outgoing transitions
has probability 1. Each pair of strategies (o, ) for play-
ers [0 and ¢ determines a unique Markov chain G(o, )
where the states are finite paths in G, and wu — wuv'
with probability x iff (u,w’) is a transition in the game
and z is the probability chosen by player [J or { (when
u € Vgoru € Vi, respectively), or the fixed probabil-
ity of the transition (u,u’) when u € V. A winning ob-
Jjective for player [ is some property of Markov chains that
is to be achieved. A winning strategy for player [ is a strat-
egy o such that for every strategy 7 of player ¢ the
Markov chain G(o,7) has the desired property. Usu-
ally, the aim of player ¢ is to falsify this property, which
means that his winning objective is dual. A winning strat-
egy for player ¢ is a strategy 7 such that G(o, 7) does not
have the property for any strategy o of player LJ. A game is
determined if one of the two players has a winning strat-
egy in every vertex. 1%—player games are “restricted”
2%-player games where Vi, = (. All of the above intro-
duced notions (except for determinacy) are applicable also
to 1%—player games.

Infinite games have been studied in various fields
of mathematics and computer science (recently written
overviews are, e.g., [16, 6]). For example, model-checking
problems for certain temporal logics (such as the modal
p-calculus) can be naturally reformulated as the ques-
tions to determine the winner in parity games, and a
lot of research effort has been invested into this prob-
lem. Our work is mainly motivated by applications of
games in system design, where systems are modeled as
games, player [J corresponds to a “controller” which de-
termines the system behaviour in a subset of controllable
states, player ¢ models the environment, and the win-
ning objectives for player [1 correspond to the desired prop-
erty of the system. The task is to find a controller (a strategy
o for player UJ) such that the desired property holds no mat-
ter what the environment does (i.e., the strategy o is win-
ning). As for stochastic games, the majority of existing



results concern games with linear time winning objec-
tives which are specified by some property of runs in
Markov chains. Examples include quantitative reachabil-
ity objectives (the probability of all runs that hit a “good”
state is at least p), qualitative Biichi objectives (the prob-
ability of all runs along which a “good” vertex appears
infinitely often is 1), qualitative/quantitative parity objec-
tives [7, 8], Rabin and Street objectives [5], etc. In this
paper we study branching-time objectives that are formal-
ized as formulae of the branching-time probabilistic logic
PCTL.

Previous and related work. In [1], it is shown that winning
strategies for PCTL objectives may require memory and/or
randomization in general. Hence, the MD, MR, HD, and HR
strategies (see above) need to be considered separately. It is
also proven that the problem whether there exists a winning
MD strategy in a given 1%—p1ayer game for a given PCTL
objective is NP-complete. MR strategies were considered in
[14], where it is shown that the existence of a winning MR
strategy in a given 2%-player game for a given PCTL objec-
tive is in EXPTIME. The construction also yields PSPACE
upper bound for 1 %—player games.

To prevent misunderstanding, we should say that the
logic PCTL can also be interpreted directly on games (or
Markov decision processes). The decidability of the model-
checking problem for stochastic games and PCTL was es-
tablished in [10] as a simple consequence of the results
about quantitative w-regular games. However, this is a dif-
ferent problem which is not directly related to the subject of
this paper (as we shall, the results about stochastic games
with branching-time winning objectives are quite different
from the results about model-checking).

Main results. We start by observing that stochastic games
with branching-time objectives are not determined, even if
the objectives are formulae of the £(F=', F>°) fragment of
PCTL (in general, £(Y7,---,Y},,) denotes the fragment of
PCTL containing the connectives Y7, - - - ,Y,,, conjunction,
and disjunction (negation can be applied only to atomic
propositions)). As a warm-up, we present some simple re-
sults about memoryless strategies in Section 3.1. We show
that the problem whether player [ has a winning MD strat-
egy in a given 2%—player game for a given PCTL objec-
tive is Yo = NP complete. The s lower bound holds
even for the £L(F~ F>") fragment of PCTL. Since the
existence of a winning MD strategy for player U in 1%-
player games with PCTL objectives is NP-complete [1], we
yield a full complexity classification for MD strategies. The
lower complexity bounds carry over to MR strategies and
hold even for qualitative PCTL objectives for which we
give the matching upper bounds—we show that the exis-
tence of a winning MR strategy for player [J in 1%—player
(or 2%—player) games with qualitative PCTL objectives is

NP-complete (or ¥ = NP complete, resp.). Let us note
that randomized strategies are strictly more powerful than
deterministic ones even for qualitative objectives (a sim-
ple example is given in Section 3.1). The existence of a
winning MR strategy for player [J in 15-player and 21-
player games with general PCTL objectives is known to
be in PSPACE and EXPTIME, respectively [14]. We did
not manage to lift the NP and X5 lower bounds, and we
also failed to improve the mentioned upper bounds. On
the other hand, there is some indication that lowering the
bounds below PSPACE would be quite difficult. We use the
same argument as Etessami & Yannakakis in [12], where
it is shown that the SQUARE-ROOT-SUM problem is effi-
ciently reducible to the quantitative reachability problem for
one-exit recursive Markov chains. An instance of SQUARE-
ROOT-SUM is a tuple (a1, - - - , an, b) of integers. The ques-
tion is whether Y., /a; < b. This problem is known to
be in PSPACE, but its exact complexity is a long-standing
open problem in computational geometry. Hence, an effi-
cient reduction of SQUARE-ROOT-SUM to another problem
P € PSPACE can be seen as an indication that the com-
plexity of P is hard to improve. We show that SQUARE-
ROOT-SUM is efficiently reducible to the problem whether
player [ has a winning MR strategy in lé-player games
with PCTL objectives. Let us note that the technique used
in the proof is different from the one of [12].

The main results of this paper concern history-dependent
strategies. First, we answer the open question formulated
in [1] by showing that the existence of a winning HD (or
HR) strategy in 1%-player games is highly undecidable even
for objectives of the £(F=°/%, F=!, F>° G~!) fragment of
PCTL. More precisely, we show that the above problem is
complete for the Y1 level of the analytical hierarchy. This
is already a deep result relying on specific tricks which
were developed to encode and simulate a computation of
a given nondeterministic Minsky machine. A slight mod-
ification of the proof reveals that the existence of a win-
ning HD (or HR) strategy with finite memory in lé—player
games with £L(F=>/% F=1, F>° G™') objectives is also un-
decidable (and complete for the ¥; level of the arithmeti-
cal hierarchy). The role of the quantitative F=5/8 operator
is very important in these undecidability results'. In gen-
eral, qualitative questions tend to be easier than quantita-
tive ones (this also holds for PCTL and certain classes of
infinite-state Markov chains [11, 4, 3]; note that the plays
determined by history-dependent strategies are infinite-state
Markov chains). Hence, we turn out attention to gualitative
PCTL objectives. We start by examining the fragments with
qualitative forms of reachability and safety connectives, i.e.,

1 Letusnote that 5/8 is not some kind of “magic number”, it is just tech-
nically convenient. In principle, any operator of the form F~* where
0 < z < 1 would suffice for our purposes.



F*¢and G™¢, where x € {=,>,<} and g € {0,1}. Even
in this simplified setting, the results are not uniform and
different combinations of connectives lead to quite differ-
ent results. First, we show that the role of F=5/8 operator
in the aforementioned undecidability proof is provably cru-
cial in the sense that the existence of a winning HD strat-
egy in 1-player games with L(F=',F~° G=") objectives
is EXPTIME complete. Let us note that

o the EXPTIME upper bound is proven in two phases.
First, we show that the existence of a winning HD strat-
egy in 11-player games with £(F=',F”% G™") objec-
tives is effectively reducible to the existence of a win-
ning HD strategy in 1%-player games with mixed linear-
time objectives, which are essentially conjunctions of one
qualitative-Biichi and one sure-Biichi objective. This re-
duction is exponential. Then, we show that the existence
of a winning HD strategy in 1 %—player games with mixed
linear-time objectives is in P. Note that if we had a con-
junction of two qualitative-Biichi or two sure-Biichi ob-
jectives, we could simply apply known results. To the best
of our knowledge, the games where the winning objec-
tives are “mixtures” of stochastic and non-stochastic re-
quirements have not yet been explicitly considered (per-
haps due to the lack of motivation). The solution we pro-
vide is not trivial.

e The EXPTIME Ilower bound holds even for
L(F7!,G™') objectives and for both HD and HR
strategies.

Our construction also reveals that a winning strat-
egy in 11-player games with L(F=1,F>% G=!) objectives
needs only a finite memory whose size is exponen-
tial in the size of a given objective. This result does not
hold for L(F=!,F>° G=!,G°) objectives—we show
that even L£(F~° G”°) objectives require infinite mem-
ory in general. In this sense, the previous result is tight.

Many interesting questions remain open. For example, it
is not clear whether the existence of a winning strategy in
1 %—player games with qualitative PCTL objectives is decid-
able or not (all we know is that these strategies may require
infinite memory). Another question is whether some of our
positive results can be extended to 2%-player games and/or
to concurrent stochastic games with branching-time win-
ning objectives. Our knowledge about randomized strate-
gies is also limited, we have not addressed the issue of fair-
ness, and so on. These problems are left for future research.
Due to space constrains, some proofs are sketchy or com-
pletely omitted. Full proofs can be found in [2].

2. Basic Definitions

We start by recalling basic notions of probability theory. Let
A be a finite set. A probability distribution on A is a func-

tion f : A — [0,1] such that ) _, f(a) = 1. A distribu-
tion f is rational if f(a) € Q for every a € A, and Dirac if
f(a) = 1for some a € A. The set of all distributions on A
is denoted D(A).

A o-field over a set X is a set F C 2% that includes
X and is closed under complement and countable union.
A measurable space is a pair (X, F) where X is a set
called sample space and F is a o-field over X. A prob-
ability measure over measurable space (X, F) is a func-
tion P : F — R=29 such that, for each countable collection
{Xi}ier of pairwise disjoint elements of 7, P(|J,;o; Xi) =
> ic1 P(X;), and moreover P(X) = 1. A probabilistic
space is a triple (X, F,P) where (X, F) is a measurable
space and P is a probability measure over (X, F).

Markov chains. A Markov chain is a triple
T = (S,—, Prob) where S is a finite or countably infi-
nite set of states, — C S x S is a transition relation, and
Prob is a function which to each transition s — ¢ of 7 as-
signs its probability Prob(s — t) € (0, 1] so that for every
s € Swehave > . Prob(s—t)=1.

In the rest of this paper we also write s — ¢ instead of
Prob(s — t) = . A path in T is a finite or infinite se-
quence w = Sp, S1, - - - of states such that s; — s; for ev-
ery i. We also use w(¢) to denote the state s; of w (by writ-
ing w(i) = s we implicitly impose the condition that the
length of w is at least ¢ + 1). The prefix sg, s1,...,5; of w
is denoted by w'. A run is an infinite path. The sets of all fi-
nite paths and all runs of 7 are denoted F'Path and Run, re-
spectively. Similarly, the sets of all finite paths and runs that
start in a given s € S are denoted FPath(s) and Run(s),
respectively.

Each w € FPath determines a basic cylinder Run(w)
which consists of all runs that start with w. To every s € S
we associate the probabilistic space (Run(s),F,P) where
F is the o-field generated by all basic cylinders Run(w)
where w starts with s, and P : F — [0,1] is the unique

probability function such that P(Run(w)) = T, w;

s—t

where w = sg,- -+ , S, and s; o si+1 forevery 0 < i <m
(if m = 0, we put P(Run(w)) = 1).

The logic PCTL. The logic PCTL, the probabilistic exten-
sion of CTL, was introduced by Hansson & Jonsson in [13].
Let Ap = {p,q, ...} be a countably infinite set of atomic
propositions. The syntax of PCTL formulae is given by the
following abstract syntax equation:

¢ == p ‘ =p | D1VDy ‘ [ORWAXD | X" P | <I)1UNQ(I)2

Herep € Ap, 0 € [0,1], and X € {<, <, >, >, =, #}.

Let 7 = (S, —, Prob) be a Markov chain, and let v :
Ap — 25 be a valuation. The semantics of PCTL is defined
below.
sE"p
s =" —p

iff s €v(p)
iff s¢&v(p)



5':”@1\/@2 iffs':l’(I)lorS':”fbg

sEY®1 APy iff s EY @1 and s EY §o

s EY XX iff P({w € Run(s) | w(l) =" ®}) o

s EY ®1U¢ ®, iff P({w € Run(s) |3j >0:w(j) E” P2
and w(i) EY @1 forall0 <i < j}) X o

Note that in our version of PCTL syntax, the negation can
be applied only to atomic propositions. This is no restriction
because the syntax is closed under dual connectives and re-
lations: For every x € {<,<,>,> =, #}, let X be the
complement of x (for example, if x is <, then X is >).
The negation of X *2® and $;U™? ®, then corresponds to
X™ed and &, U2 &, respectively. The F*¢ and G*¢ op-
erators are defined in the standard way: F*2® stands for
£t U2 &, and G®2® stands for tt U2 —®, where N is
<, >, <, >, =, or #, depending on whether x is >, <, >,
<, =, or #, respectively.

Various natural fragments of PCTL can be obtained by
restricting the PCTL syntax to certain modal connectives
and/or certain operator/number combinations. For example,
the qualitative fragment of PCTL is obtained by restrict-
ing the allowed operator/number combinations to ‘& 0’ and
‘w 1°. Hence, aU<'b vV F>%¢ is a qualitative PCTL for-
mula. In this paper we also consider fragments with unary
reachability and safety connectives. Formally, for each tu-
ple Y1, .-+, Y, where each Y; is of the form X™¢, F*¢, or
G™¢, we define the £(Y7, - - ,Y,,) fragment of PCTL:

® u= p| op | B1VDy | BiADy | Vi | - | V,d

For example, F>°(b v G=%*3(=¢ A F<054)) is a formula
of L(F?Y G243 F<05) Sometimes we also use formu-
lae of the form p = ® which stand for —p VvV .

Games, strategies, and objectives. A 21-player game is
atuple G = (V,E,(Vo, Vo, Vo), Prob) where V is a fi-
nite set of vertices, E C V x V is the set of transitions,
(Va, Vo, Vo) is a partition of V', and Prob is a probability
assignment which to each v € V5 assigns a rational proba-
bility distribution on the set of its outgoing transitions. For
technical convenience, we assume that each vertex has at
least one outgoing transition. The game is played by two
players, 00 and ¢, who move a single token from vertex
to vertex along the transitions of F. Player [J selects the
moves in the V5 vertices, and player ¢ selects the moves in
the Vi vertices. Transitions in the V(o vertices are chosen
randomly according to the corresponding probability distri-
bution. Game graphs are drawn in the standard way; ver-
tices of Vg, V4, and Vi are depicted as squares, diamonds,
and circles, respectively. Probability distributions are usu-
ally uniform, which is indicated by arcs connecting the out-
going transitions of V(5 vertices. A strategy for player [ is
a function ¢ which to each wv € V*V assigns a probabil-
ity distribution on the set of outgoing transitions of v. We
say that a strategy o is memoryless (M) if o(wv) depends
just on the last vertex v, and deterministic (D) if o(wv)

is a Dirac distribution for each wv € V*V. Consistently
with [1, 14], strategies that are not necessarily memoryless
are called history-dependent (H), and strategies that are not
necessarily deterministic are called randomized (R). A spe-
cial type of history-dependent strategies are strategies with
finite memory, which are formally defined as pairs (A, f)
where A = (Q,V,6,qo) is a deterministic finite-state au-
tomaton over the alphabet V' of vertices and f is a func-
tion which to each pair (¢,v) € @ x Vg assigns a prob-
ability distribution on the set of outgoing transitions of v.
The pair (A, f) determines a unique strategy o (A, f) such
that o (A, f)(wv) = f(q,v), where ¢ = 6(go, wv). Intu-
itively, the states of A represent a finite memory of size |Q)|
where selected properties of the history of a play are stored.
Hence, we can define the following four classes of strate-
gies: MD, MR, HD, and HR, where MD C HD C HR
and MD C MR C HR, but MR and HD are incomparable.
Strategies for player ¢ are defined analogously. Each pair
(o, ) of strategies for player (] and ¢ determines a unique
play of the game G, which is a Markov chain G(o, 7) where
VT is the set of states, and wu — wuu’ iff (u,u’) € F and
one of the following conditions holds:

e u € Vi and Prob(u,u') = x;
e u € Vg and o(wu) assigns x to (u, u’);
o u € Vy and 7(wu) assigns z to (u,u’).

An objective is a pair (v,¢), where v : Ap — 2V is a
valuation and ¢ a PCTL formula. Note that each valuation
v : Ap — 2V determines a valuation 7 : Ap — 2V de-
fined by 7(a) = {wu € V* | u € v(a)}. For a given
objective (v, ), each state of G(o,7) either does or does
not satisfy ¢. A (v, p)-winning strategy for player OJ in a
vertex v € V is a strategy o such that for every strategy
7 of player ) we have that v =Y . Similarly, a (v, ¢)-
winning strategy for player ¢ in a vertex v € V is a strat-
egy 7 such that for every strategy o of player [J we have
that v ¥ . The game G is (v, p)-determined if there is
a (v, p)-winning strategy for one of the two players in ev-
ery vertex v of G.

1%-player games are 23-player games where the set
Ve is empty. Formally, a 15-player game is a tuple G =
(V,E,(Vo, Vo), Prob) where all elements have the ex-
pected meaning.

3. The Results

We start by observing that stochastic games with branching-
time objectives are not determined, even if these objectives
are taken from the £(F=!, F>?) fragment of PCTL. Con-
sider the following game:
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Let v be a valuation which defines the validity of the propo-
sitions a, b, ¢,d as indicated in the above figure, and let
¢ = F'(aVe)VET(bVd) Vv (F % A F°d). Now
it is easy to check that none of the two players has a (v, ¢)-
winning strategy in the vertex s, regardless whether we con-
sider MD, MR, HD, or HR strategies.

3.1. Memoryless Strategies

In [1], it is shown that the problem whether there exists
a winning MD strategy in a given lé-player game for a
given PCTL objective is NP-complete. In fact, the NP lower
bound holds even for the £(F=!) fragment of PCTL. The
following theorem gives a complexity classification for 2%—
player games.

Theorem 3.1. The existence of a winning MD strategy
for player U] in 2%—player games with PCTL objectives is
Yo = NP complete. The X5 lower bound holds even for
L(E=Y F>Y) objectives and for both MD and MR strate-
gles.

Proof. A X5 formula is a formula of the form

Elxlv"' 7$nvil/1»"' aymB

where n,m € N and B is a A, V-expression over the (pos-
sibly negated) variables x1, -+ ,xp, Y1, - , Ym. The prob-
lem whether a given X5 formula is valid is ¥5-complete
[15].

Let v = 3dxq,--- , 2, YY1, -+, ym B. We construct a
23-player game G(¢), a valuation v, and a formula ¢ €
L(F=',F~°) such that player [J has a (v, )-winning MD
(or MR) strategy in a distinguished vertex v of G(v) iff ¢
is valid. Let us fix two sets P = {p;,p; | 1 < i < n}
and @ = {¢;,q; | 1 < j < m} of fresh atomic proposi-
tions, and let P, = P~{p;}, P = P~{p:},Q; = PU{q;},
Q; = PU{q;} forall1 <i <nand1 < j < m. The struc-
ture of G (1)) together with the valuation v are shown in the
following figure:

.

Py 131 Py, 13n Q1 Q1 Qm Qm

Let

@ = ( \/ (F%; AF>°@)> Vv (B/\ /\(F—linF—l@))
j=1

i=1

where B is the formula obtained from B by substitut-
ing each occurrence of x;, —x;, y;, and —y; with lepi,
F='p;, F~%¢;, and F~°g}, respectively. Intuitively, player (]
chooses an assignment for the variables x1,--- ,x, (z; is
set to true or false by selecting the transition to a vertex sat-
isfying p; or p;, resp.). Note that player [J cannot use ran-
domized moves because then the formula F='p; V F~'p;
would not hold. Similarly, player ¢ chooses an assign-
ment for yi,--- ,ym,. Observe that player ¢ cannot use
randomized moves either because this would make some
F~%g; A F~0G; true. Now it is easy to check that % is valid
iff player [ has a (v, ¢)-winning MD (or MR) strategy in
the vertex v. This establishes the Yo lower bound.

The Y5 upper bound holds for all PCTL objectives. First,
let us note that the model-checking problem for PCTL for-
mulae and Markov chains is in P [13]. Hence, it suffices to
“guess” a winning strategy o for player [, and then ask the
NP oracle whether there is a strategy m of player { such
that G(o, m) does not satisfy a given objective. The answer
of the oracle is then simply negated. O

The complexity classification for MD strategies is thus es-
tablished. As for MR strategies, the NP and ¥, lower
bounds still hold. However, we managed to provide the
matching upper bounds only for the subclass of qualita-
tive PCTL objectives. Note that randomized strategies are
more powerful than deterministic ones even for qualita-
tive objectives—consider the formula X~ %p, A X~%p, and
a simple game G with three vertices ¢,u,v € Vg where
t — u,t — v, u — u, and v — v. The propositions p,, and
Dy hold only in w and v, respectively. Obviously, there is
no winning (v, ¢)-winning MD strategy, but there are many
(v, p)-winning MR strategies.

Theorem 3.2. The existence of a winning MR strategy for
player O in 1%-player (or 2%-player) games with qualita-
tive PCTL objectives is NP-complete (or ©5 = NP com-
plete, resp.).

Proof. A straightforward induction on the structure of a
qualitative PCTL formula ¢ shows that the (in)validity
of ¢ does not depend on the exact values of transition
probabilities. It only matters which of the transition have
zero/positive probability. Hence, in the case of 1%-player
games, it suffices to “guess” the subset of outgoing transi-
tions in each vertex of V7 which should have positive prob-
ability, and then verify that the guess was correct by a (poly-
nomial time) PCTL model-checking algorithm [13]. The
35 upper bound for 2%-player games is established anal-
ogously (see the proof of Theorem 3.1). O

The existence of a winning MR strategy for player [J in
lé-player and 2%-p1ayer games with general PCTL objec-
tives is known to be in PSPACE and EXPTIME, respec-
tively [14]. We did not manage to lift the NP and X5 lower



bounds, and we also failed to improve the mentioned up-
per bounds. At least, we provide some evidence that lower-
ing these bounds below PSPACE is difficult (see the discus-
sion in Section 1). As a byproduct of this construction, we
obtain an example of a lé-player game (where Vo = 0)
and an objective (v, ) where ¢ € £(X>° U='/2) such
that the only (v, ¢)-winning MR strategy assigns irrational
probabilities to transitions.

Theorem 3.3. The SQUARE-ROOT-SUM problem is effi-
ciently reducible to the problem whether player [J has a
winning MR strategy in 1 %—player games with PCTL objec-
tives.

Proof. Letay,--- ,an,bbe aninstance of SQUARE-ROOT-
SuUM (see Section 1). Let GG be a game where

e the set V' = Vg contains the vertices v, u, s, ¢(i), d(i),
e(i), f(i), g(i), and h(7) forall 1 < i < n;

e the set of transitions contains v — u, u — u, S — u,
v = ci), i) — i) — (i), (i) — e(i) — f(i),
f@) — g(i) — s, and f(i) — h(i) — s forall 1<i<n.

The structure of G is shown in the following figure:

eﬁ'\‘ h(1)
al)  fQ) g%lN

(R

c(n)  d(n)  f(n) g(n)

s

We assume that for each vertex ¢ € V there is an atomic
proposition p; which is valid only in ¢ (thus we obtain our
valuation v). Slightly abusing notation, we write ¢ instead
of p; in our formulae.

Every strategy o for player [J assigns (some) probabili-
ties p(c;), p(e;), and p(h;) to transitions v — ¢(i), ¢(i) —
e(i), and f(i) — h(i), respectively, where 1 < i < n. Let

= b+ >, a;. We construct a PCTL formula ¢ such
that every (v, ¢)-winning MR strategy in v has to assign
p(ci) = ple;) = p(h;i) = \/ai/q forevery 1 <i < n.Then
the probability of v — wmustbe 1— """, |/a;/q. The for-
mula ¢ contains the clause X=1-b/4y, Hence, player L] has
a (v, p)-winning MR strategy in v iff 1 — Y7 | \/a;/q >
1—b/q ie.iff 3", /a5 < b.

Now we describe the formula ¢ in greater detail. For ev-
ery l <i<m,let®; = (vVc(i)) U‘“/qze(i). Note that
v Y ®; iff p(c;) - p(e;) = a;/q?. Similarly, we construct
the formulae ¥; and Z; such that v ¥ ¥; and v =¥ E;
iff p(e;) - p(h;) = a;/q* and p(h;) - p(c;) = a;/q?, respec-

=
Il

X>0(e(i) V (e(i) V f(i)) U/ h(i))
= = X>0X>OX>O((f(’L)\/ ()\/S\/U)Ua’/q ())

Observe that if p(c;)-p(e;) = p(e;)-p(h;) = p(h;)-p(c;) =
a1/q?, then necessarily p(c;) = p(e;) = p(hi) = /ai/q.
Weputp = X217V A AP (9, AU, AE).

Let us consider the game obtained for n = 1, a; = 2,
and b = 0. Then ®; AU AZ; € E(X>O,U1/2) and the
only (v, &1 AW AZ;)-winning MR strategy in v assigns ir-
rational probabilities to certain transitions. Thus, we obtain
the example promised above. O

3.2. History-Dependent Strategies

The results presented in this section constitute the main con-
tribution of our paper. We start with the negative ones.

Theorem 3.4. The existence of a winning HD (or HR) strat-
egyin lé-player games with E(Fzs/s, F=1 F>0, G:l) ob-
jectives is undecidable (and 1 -hard).

Proof (sketch). The result is obtained by reduction of the
problem whether a given nondeterministic Minsky machine
with two counters initialized to zero has an infinite compu-
tation such that the initial instruction is executed infinitely
often (this problem is known to be Z%-complete [?]). For-
mally, a nondeterministic Minsky machine with two coun-
ters ¢, co is a finite sequence M of numbered instructions
1:insq,--- ,n:ins,, where each ins; is of one of the fol-
lowing forms (where j € {1,2}):

ec;:=cj+1;goto k
o if c;=0 then goto k else c; := c;—1; goto m
e goto {k or m}

Here the indexes k, m range over {1,--- ,n}. A configura-
tion of M is a triple [ins;, v1, v2], where ins; is the instruc-
tion to be executed, and v1,vs € Ny are the current val-
ues of c1,ce. A computational step — between configura-
tions is defined in the expected way. A recurrent computa-
tion of M is an infinite computation initiated in [ins1, 0, 0]
along which ins; is executed infinitely often. As we already
mentioned, the problem whether a given M has a recurrent
computation is X1 -complete.

Let M = 1:insy,---,n:ins, be a nondeterministic
Minsky machine. We construct a 13-player game G(M)
and a formula ¢ € L(F~*/% F>° F~' G™!) such that
player [J has a winning HD or HR strategy in a distin-
guished vertex v of G(M) iff M has a recurrent compu-
tation.

Intuitively, the game G (M) is constructed so that every
play of G(M) corresponds to an infinite sequence

[in8170a0]7 e 7[1.”57;7‘/1"/2]7 [inSk,Ul, U2]a o



of extended configurations of M, where the counters can
also take the w (i.e., “infinite”) value. Player [] can (to
some extent) determine the sequence. In particular, he is
responsible for “guessing” the counter values in each ex-
tended configuration (see below). Of course, this sequence
does not necessarily correspond to a valid computation of
M. The definition of G(M) guarantees that the above se-
quence does correspond to a recurrent computation of M
iff the following conditions are satisfied:

(a) Counter values in all extended configurations of the se-
quence are finite.

(b) The sequence contains infinitely many configurations
of the form [insy, - - -].

(c) For each pair
of  successive
[inSi, Vl; ‘/2] —

[z’nsi, Vl, VQ], [insk, Ul, UQ}
configurations we have that
[in5k7 Ul, UQ]

Then we show how to express these conditions in
L',(F=5/87 F>0 F=1, Gzl). Conditions (a) and (b) are rel-
atively easy. Condition (c) requires more effort, and
this is the (only) place where we need the F=5/8 op-
erator. The main problem is to verify the “compatibil-
ity” of counter values Vi,U; and V5,U,. For exam-
ple, if ins; = c1:=c1+1; goto k, then we must verify that
Uy = V1 + 1 and Uy = V5. Here we illustrate just the ba-
sic idea of this construction (technical details can be found
in [2]). We show how player [J can “guess” two num-
bers I, J € NgU{w}, and how to design a temporal formula
which says that ] = J < w. Let us consider the follow-
ing game:

T N

r

“?

u

A

The p, ¢, and r are atomic propositions which are valid ex-
actly in the indicated vertices. A play of this game (initiated
in v) looks as follows:

chosen [ times

chosen J times

Observe that when a ¢ vertex of the play is visited, player [J
can choose between transitions leading to a “gray” or
“white” vertex. If he chooses a gray vertex, then with prob-
ability 1/2 he will make another choice after perform-
ing the next transition. Thus, player [J may decide to visit
a gray vertex [-times, where I ranges from 0 to infin-
ity, and the number of such choices represents the value
of I. Similarly, the value of J is represented by the num-
ber of choices leading to a gray vertex at w vertices.
The condition that I < w is easy to express—we sim-
ply say that v satisfies F~%. We claim that I = J iff v
satisfies F='/2(p \V ¢). A closer look reveals that the proba-
bility of all w € Run(v) satisfying the formula F(p V q) is
equal to the following sum of two binary numbers:

0.010---001+0.0011---11
——— ~——

I J

Obviously, this sum is equal to 1/2 iff I = J, and we are
done.

Note that in the above construction we used the F~1/2
operator, and not F=5/8_ The exact value of the index does
not really matter, any operator of the form F~ where 0 <
z < 1 would suffice for our purposes. In the “full” proof,
the operator F=2/8 is technically convenient, because then
we can keep all transition probabilities in G(M) equal to

1/2. See [2] for the details. O

On the other hand, the existence of a winning HD strategy
in 1% games with general PCTL objectives can be encoded
by a X1 formula in a straightforward way. Hence, the prob-
lem is X}-complete.

A slight modification of the construction presented
in Theorem 3.4 reveals the following:

Theorem 3.5. The existence of a winning HD (or
HR) strategy with finite memory in 1% games with

E(F:5/8, F=L F>Y G™1) objectives is undecidable.

Proof (sketch). First, let us realize that the problem is
semidecidable (i.e., belongs to the ¥, level of the arith-
metical hierarchy). Obviously, one can effectively enu-
merate all (A, f) and for each such (A, f) decide
whether o (A, f) is winning, because the correspond-
ing play has only finitely many states (more precisely,
the play is obtained as unfolding of an effectively con-
structible finite-state Markov chain). The undecidability
result is obtained by a slight modification of the construc-
tion presented in Theorem 3.4. In this case, we reduce
the halting problem for “ordinary” deterministic Min-
sky machines (i.e., there is no goto {k or m} instruction,
and the last instruction is halt). Note that if a given Min-
sky machine halts, then it halts after finitely many steps
and the corresponding winning strategy needs only fi-
nite memory (of course, there is no bound on its size).



If the machine does not halt, there is no winning strat-
egy at all. [

Now we show that the previous undecidability results are
tight in the sense that the existence of a winning HD strat-
egy in 11-player games with L(F=1,F>% G=!) objectives
is decidable, and in fact EXPTIME-complete.

LetGbea lé-player game where V is the set of vertices.
A mixed objective is a pair (P, Q) where P, Q) C V. A strat-
egy o for player O is (P, Q)-winning in a vertex v € V iff
all runs in G(o) initiated in v visit some state of P infinitely
often, and the probability of all runs which visit some state
of @ infinitely often is 1. Hence, a mixed objective is es-
sentially a conjunction of a sure-Biichi objective specified
by P and a qualitative-Biichi objective specified by Q). The
first step towards the promised EXPTIME upper bound is
the following:

Lemma 3.6. Let G be a 1%—player game, s;, a vertex of
G, and (v,%)) an objective where 1) € L(F~' F>° G™1).
Then there effectively exists a 1%—player game G, a ver-
tex s, of G', and a mixed objective (P,Q) such that
player O has a (v, v)-winning HD strategy in the vertex s;,
iff player O has a (P, Q)-winning HD strategy in the ver-
tex s . Moreover, the G', s, and (P, Q) are computable
in time which is linear in the size of G and exponential in
the size of 1.

Proof (sketch). For the rest of this proof, let us fix a 1%—
player game G = (V, E, (Vo, Vo), Prob), a vertex s;,, €
V, and an objective (v, 1)) where ¢ € L(F=!, F>% G=1).
For technical convenience, we assume that all subformulae
of v are pairwise distinct (this can be achieved by replac-
ing atomic propositions in ¢ with fresh propositions so that
each proposition has a unique occurrence in 1; the valua-
tion v is extended accordingly). Our aim is to define an-
other 11-player game (', a vertex s/, of G/, and a mixed
objective (P, Q) such that player [J has a (v, 1)-winning
HD strategy in s;,, iff player O has a (P, Q)-winning HD
strategy in s/, .

Let L be the set of all literals, i.e., atomic propositions
and their negations. Let S be the set of all subformulae of v,
where negation is not considered as a connective (for exam-
ple,if ) = F=1—q, then S = {—q, F='—q}). For each con-
nective o € {F~' F7°,G™', v, A}, we use S, to denote
the subset of S consisting of all formulae where the topmost
connective is a. We also use Sa,, Sk, STemp> SBool» and Sg
to denote the sets S N L, Sp=1 U Sg>0, Sp=t U Sp>0 U Sg=1,
Sy USn, and {F*°p | F®¢yp € Sg}, respectively. The pur-
pose of “barred” formulae of Sg becomes clear later.

In the following, we assume that S = {¢1,...,¢n}
where 7 < j implies that ¢; is not a subformula of ¢;.
The first step towards the definition of G’ is the function
O : 25 — 22°”F which decomposes subformulae of v into

“subgoals”. Let A C S.If A C S4,, then O(A4) = {A}.
Otherwise, let ¢ be the least index such that p; € ANSayp.
We distinguish among the following possibilities:

o If o; = ¢ V g, then
0(A4) = 0((A~{wi}) U{pr}) UO((AN{pi}) U {pd})

o If v; = v Ay, then O(A) = O((A~{w:}) U{pr, vr})
olf p; = Gzlapj, then

O(A) ={DU{G™ ()} | D € ©((A~{p:}) U{p; 1)}
e p; = F"¢p;, then

O(4) = {DU{F*(p;)}| D € 6(A{p:})}
U {DU{F"(¢;)} | D € O((A{ei}) U{pi D}

The intuition behind the function © is the following: to
find out whether there is a (v, v)-winning HD strategy in
s, we extend each vertex of GG (and hence each state of
an arbitrary play of GG) with a set A of subformulae of
that should be valid when the play is in the state. Some
of these formulae represent temporal “goals” which can be
achieved either in the current state or in its successors. The
function © “offers” all admissible possibilities how to dis-
tribute the goals among the current state and its successors
so that all formulae in A are valid. Selecting the right al-
ternative becomes the responsibility of player UJ. For exam-
ple, O({F='p}) = {{F='p}, {l_::lp7p}}, because the “cur-
rent” state satisfies F~p iff either all of its successors sat-
isfy F=1p (the goal is “postponed”), or the proposition p
is satisfied in the current state (the goal is “achieved”). In
the latter case, the function © also “marks” the current state
with l_::l(p), which means that the goal F='(p) has been
achieved. The exact purpose of these marks will be clari-
fied later.

The game G" = (V', ', (V{5, V(5), Prob’) is defined as
follows. The set of vertices V' consists of vertices of the fol-
lowing two forms (f-vertices and g-vertices):

e f-vertices are of the form (s, A, B,C)/ where s € V,
ACS, B C Sp=1 U{e},and C C Sg>o. Intuitively, the
set A consists of formulas that should be satisfied in the
current state (see the intuitive description of © above).
The sets B and C' assure that all subgoals of the form
F=1p and F>Cy are eventually fullfilled (see the mixed
winning objective defined below).

e g-vertices are of the form (s, 4, B, C, 5)9 where s € V,
A C SUS B C Sg=1 U {0}, C C Sgso, and
D € [1,ey 25>°. The purpose of B and C is similar
as in the case of f-vertices. The set A consists of sub-
goals that should be satisfied in successors of the current
state. The vector D is used to distribute the subgoals of
the form F~%¢ to the successors of the current state.

The set V consists of all f-vertices and of all g-vertices of
the form (s, A, B, C, D)9 where s € Vi. The set V& con-



sists of all g-vertices of the form (s, A, B, C, 13)9 where
s € V. The set E’ of transitions of G’ is defined as fol-
lows:

1. (s,A,B,C)f — (s,A’, B',C", D)9 iff the following
conditions are satisfied:

e A€ ©(A)
e B’ is equal to

— {e},if A’ N Ap Z v(s) or there is —-p € A’ such
that p € v(s);

— AN Sper, if B = 0;

— B~ {F='¢ | F '€ € A’} otherwise.

eif C = (P then C' = A’ N Sg>o; otherwise C' = C'
{F0¢ | F % e A}

L] U(s,t)EE Dt - A/ N SF>0

e if s € Vg then for each t € V such that (s,t) € E
we have that D; = A’ N Sg>o.

Intuitively, the f-vertices are controlled by player [
who chooses a set of subgoals A’ € ©(A). The atomic
propositions in A’ are immediately verified (if there
is some inconsistency then e is put into B’) while the
other formulae in A" are passed to successors. The sets
B’ and C" are updated depending on which subgoals
(subformulae) are chosen by player L] as “achieved”
in the current state (cf. the intuitive description of ©
above). Note that the vertex s is not changed in the
successors of f-vertices. The transitions of G are sim-
ulated in g-vertices (see below).

2. (s,A,B,C,D)9 — (t,A",B,C") if (s,t) € E,
A = (AN (Spro USgUS4p)) UDy, B = B, and
C¢'=CnD,

3. There are no other transitions in E’ than those given
by the rules 1. and 2.

Prob’ is defined as follows: For all s € Vo, the probabil-
ity of (s, A, B,C, D)9 — (t, A’, B',C")7 is the same as the
probability of s — ¢ in G. We put s, = (sin, {1}, 0,0)7.
Finally, we define the mixed (P, ()) objective as follows:

ethe set P consists of all vertices of the form
(SaAva(Z)vﬁ)g;
ethe set () consists of all vertices of the form
(s,A,0,C, D)9.

It remains to show that player [J has a (v, ))-winning HD
strategy in s;;, iff player (1 has a (P, Q)-winning HD strat-
egy in s;,. A full proof of this assertion can be found
in [2]. O

Hence, the problem of our interest is reducible to another
game-theoretic problem, whose complexity is analyzed in
our next lemma.

Lemma 3.7. The existence of a winning strategy in 1%—
player games with mixed objectives is decidable in poly-
nomial time.

A direct consequence of Lemma 3.6 and Lemma 3.7 is that
the existence of a winning HD strategy in 1%—player games
with £(F~', F>% G™') objectives is in EXPTIME. It re-
mains to establish the matching lower bound.

Lemma 3.8. The existence of a winning HD (or HR) strat-
egy in 15-player games with L(F=Y,GT') objectives is
EXPTIME-hard.

A simple corollary of Lemma 3.6, Lemma 3.7, and
Lemma 3.8 is the following:

Theorem 3.9. The existence of a winning HD strategy
in 13-player games with L(F=YF>° G=) objectives is
EXPTIME-complete. The EXPTIME lower bound holds
even for L(F~',G™1) objectives.

It follows from the proofs of Lemma 3.6 and Lemma 3.7
that a winning HD strategy in 1%—player games with
L(F7!,F>° G™!) objectives actually requires only fi-
nite memory whose size is linear in the size of a given
game and exponential in the size of a given objec-
tive. A natural question is whether Theorem 3.9 can be
generalized to a larger class of qualitative PCTL objec-
tives. One natural possibility is to add the G operator,
which yields the £(F~, F>° G=!,G>°) fragment. How-
ever, there is a strong evidence that the method of
Lemma 3.6 cannot be generalized to this class of objec-
tives. This is because these objectives may already require
infinite memory, which is demonstrated in our last theo-
rem:

Theorem 3.10. A winning HD strategy in 1% games with
L(F>°,G>% objectives may require infinite memory.

Proof. Let ¢ = G”°(~stop A F>stop) and let G be the
following game (the valuation v for atomic propositions
stop, left, and right is also indicated in the figure):

stop left

1/4% s/()1/4

vy %«D—»% vy

3/4(/ %3/4

right right

First we show that there is a (v, p)-winning HD strat-
egy o for player OJ in the vertex v1. We define o(ws) to
be the Dirac distribution which assigns 1 to the transition
leading to v or vy, depending on whether #,ign:(w) —
Hiep(w) < 0 or #Fpighe(w) — Frepe(w) > 0, respec-
tively. Here #ign¢(w) denotes the number of occurrences
of a state satisfying the proposition right in w. We claim
that the state v; in the play G(o) satisfies the formula
G=2/3 (—stop AF~stop) and hence also the formula ¢. To



see this, realize that the play G(o) corresponds to the un-
folding of the following infinite Markov chain:

stop 3ANA N 4N

A standard calculation reveals that the probability of hitting
the stop state from vy is equal to 1/3. Hence, the proba-
bility of all runs initiated in v; which do not hit the stop
state is 2/3. All states in all these runs can reach the stop
state with positive probability. Hence, v; satisfies the for-
mula G=2/3 (—stop A F~"stop).

Now we show that there is no (v, ¢)-winning HD strat-
egy with finite memory. Suppose the converse. Let (A, f)
be such a strategy where the automaton A = (Q,V,d, qo)
has n states. We show that the state v; in the corresponding
play satisfies the formula G=" (—stop A F~"stop), which
means that v; does not satisfy . We say that a state w in
the play G (o (A, f)) is live if there is a state ww's such that
w —" ww's and f(6(qo, ww's), s) assigns 1 to the tran-
sition leading to v;. A state which is not live is dead. We
claim that there is a fixed € > 0 such that the probability of
hitting a stop state from a given live state w is at least €. To
see this, it suffices to observe that whenever w is a live state,
then there is a path from w to a stop state of length at most
3n+1. Note that a state w is dead iff w is a stop state or w
cannot reach a stop state at all. By applying standard argu-
ments of Markov chain theory, we can now conclude that
the probability of hitting a dead state from v; is equal to
one. Since a dead state does not satisfy —stop A F~%stop,
we obtain that v; satisfies G=°(=stop A F~%stop) and we
are done. O
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