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Abstract. Sentence compression is a method of text summarisation,
where each sentence in a text is shortened in such a way as to retain the
original information and grammatical correctness as much as possible.
In a previous paper, we formulated the problem of sentence compression
as an optimisation problem of extracting a subsequence of phrases from
the original sentence that maximises the sum of topical importance and
grammatical correctness. Based on this formulation an efficient sentence
compression algorithm was derived. This paper reports a result of sub-
jective evaluation for the quality of sentences compressed by using the
algorithm.

1 Introduction

Text summarisation is an important area in natural language processing, rapidly
growing in recent years [1, 2]. To generate an ideal summary, it will be necessary
to understand the whole text, and then reconstruct it in a shorter form. Because
of technical difficulty to implement this idea, most text summarisation methods
reported so far are instead based on the idea of extracting important parts from
the original text. Extraction-based text summarisation methods are classified
into the following two broad classes depending on the extraction unit chosen.
Hybrid methods will also be possible.

1) Extraction of significant sentences from a text to make a shorter text.
2) Extraction of significant words or phrases from a sentence to make a shorter
sentence.

This paper is concerned with the latter method, which is referred to as sentence
compression, or sentence compaction [3, 4, 5, 6].

In sentence compression, it is important to retain not only original informa-
tion but also grammatical correctness as much as possible. In a previous paper
[4], we formulated the problem of Japanese sentence compression as a problem
of extracting a sequence of phrases from the original sentence that maximises
the sum of topical importance and grammatical correctness. This problem can
be solved efficiently based on DP-based algorithm. In this formulation, the top-
ical importance is defined on the basis of significance of each phrase, and the



grammatical correctness on the basis of dependency strength between phrases.
Therefore, in order to get the algorithm to actually work, it is necessary to give
phrase significance and dependency strength as system parameters. Also, opti-
mum weights for the topical importance and the grammatical correctness need
to be given. In the following, methods of determining those system parameters
are described. Then, a subjective evaluation result for the performance of the
method, together with that for human performance, is presented.

2 Overview of Sentence Compression Method

A Japanese sentence is a sequence of phrases, where a phrase is a syntactic unit
called bunsetsu in Japanese, consisting of at least one content word followed
by (possibly zero) function words such as particles and auxiliary verbs. From
a dependency grammatical point of view, the syntactic structure of a Japanese
sentence is determined by specifying which phrase modifies which phrase. In
other words, the syntactic structure of a phrase sequence wvovy ---v;_1 can be
represented by a mapping

s:{0,1,...,0—2} —{1,2,...,1—1},

which indicates that vy(,,) is the phrase modified by vy, . For a normal Japanese
sentence, this mapping must satisfy

a) m<s(m) (Yme {0,1,...,1—2}),
b) if m < n then [s(m) <nor s(n) < s(m)] (Ym,ne{0,1,...,1—2}).

A mapping satisfying the conditions a) and b) is referred to as a dependency
structure on a phrase sequence vovy - -+ V1.

Now let wow; - --wpyr_1 be a sentence to be compressed. The sentence com-
pression problem is formulated as a problem of extracting a good subsequence
We, W, - Wgy_, Oof length N (N < M) from the sentence. Let p(wy,, wy,) be
a function that represents the strength of inter-phrase dependency between w,
and wy,, or the degree of validity for w, to modify w,,. Then the grammatical
correctness of wg, wg, - - wg,_, can be measured by max; ZnNz_Oz p(We,, , Ws(k,)),
where s runs over all the dependency structures on the phrase sequence. Let
q(wy,) be another function to represent the significance of w,. Then the topical
importance of the phrase sequence can be measured by ZnNz_Ol q(wg, ). The total
goodness of the phrase sequence wg, wy, - - - wy,,_, 15 then defined as a weighted
sum of the grammatical correctness and the topical importance [4]:

g(kOakla .- 'akN—l)
N {q(wku), if N =1;
= Lartmass SV pluw, )} + (1 — ) (SN g, )}, otherwise,

where s runs over all the dependency structures on the subsequence of phrases,
and « is a parameter to control the weights for the grammatical correctness and
the topical importance. An efficient algorithm that maximises g(ko, k1, ..., kn_1)
has been reported[4].



3 Corpus and Subjects

Kyoto University Text Corpus [7] was used as language material. This corpus
contains 38383 sentences selected from Mainichi Shinbun (Mainichi Newspaper),
January ~ December, 1995. Fach sentence is given labels for word and phrase
boundary, part-of-speech, as well as dependency structure. From this corpus,
various sets of sentences were created for system parameter determination and
for final evaluation as shown in Table 1. Table 2 shows subject groups employed
for determination of system parameters and for final evaluation.

Table 1. Sentence sets.

Set | #Sentences|Remarks

34848  |Estimation of dependency strength.
200 Estimation of phrase significance. BN A = ¢.
20 Estimation of . C' C B.
200 Final evaluation. DN A =¢, DN B = ¢.

AW

Table 2. Subject groups.

Group |#Subjects|Remarks

X 13 Estimation of phrase significance.

Y 2 Estimation of . ¥ C X.

A 1 Generation of compressed sentences by human. Z C Y.
W 5 Final evaluation. W C X. ZNW = ¢.

4 Determination of System Parameters

4.1 Inter-Phrase Dependency Strength

Inter-phrase dependency strength was defined on the basis of a morphological
dependency rule and statistics for dependency distance [8]. Modifying phrases
were classified into 219 classes according to the phrase-final word, while modified
phrases were classified into 118 classes according to the left-most content word.
First, a dependency rule B(Cy, Cy,) for modifying phrase class Cy , and modified
phrase class C, was defined using Set A in Table 1 as follows:

T, if there is a phrase in C} that modifies a phrase in Cy;
P, otherwise.

A

B(Cy, Cy) :{

Also, the relative frequency P(z,y) of dependency distance between phrases
z and y, given the class to which  belongs as well as sentence-final/ non-final
distinction for y, was calculated on Set A [8]. Based on the functions B(Cy, Cy,)
and P(x,y), the inter-phrase dependency strength was defined as

a [log P(z,y),if B(Cy,Cy) =T
p(z,y) = {_OO, if B(Cy,Cy)=F,

where Cy and C), are classes to which z and y belong, respectively.



4.2 Phrase Significance

In order to estimate the phrase significance, a preliminary experiment was con-
ducted in which the sentences in Set B were compressed by the subjects in Group
X. They were asked to compress each sentence at each of 5 compression rates:
80%, 65%, 50%, 35%, and 20%, where the compression rate means the ratio of
the number of phrases in the compressed sentence to the number of phrases in
the original sentence. The result was analysed statistically. First, phrases were
classified into 13 classes according to the part-of-speech of the main content
word, and also to the phrase-final function word when the main content word is
a noun. Then the remaining rate of each phrase class at each compression rate
was computed to define the phrase significance as follows:

1. Count the frequency C(i) of phrases in the class ¢ in the original sentences.

2. Count the frequency C(i, k) of phrases in the class ¢ in the compressed sen-
tences at kth compression rate.

3. Compute the remaining rate of the class i: R(i, k) = C(i, k)/C(7).

Normalise the distribution of R(i,k): F(i, k) = R(i,k)/ >, R(%, k).

5. Average the distribution over the steps of compression rate:
F(i)y= (32, F(i,k))/K, where K(=5) is the number of steps of compression
rate.

6. Define the significance ¢(¢) of the phrase class ¢ as ¢(é) = log F(7).

e~

4.3 Parameter o

Another preliminary experiment was carried out to determine the optimum value
of the parameter «. By using the phrase significance and the inter-phrase de-
pendency strength obtained as in the previous subsections, automatic sentence
compression was carried out for the sentences in Set C'. Sentence compression
was done at each of b compression rates with values of « varying in step of 0.1,
and the total impression of each compressed sentence was evaluated with a score
1 (poor) ~ 4 (good) by the subjects in Group Y. Table 3 shows the mean score
per compressed sentence as a function of a. Thus, a = 0.6 was found to give the
best mean subjective score.

Table 3. Mean score as a function of «.

Value of o || 0.3] 0.4 0.5 0.6] 0.7] 0.8 0.9
Mean Score||2.25(2.34|2.41|2.43|2.38|2.38(2.24

5 Sentence Compression Experiments

The Set D was used in the final sentence compression experiment. The distri-
bution of sentence length in Set D, measured in the number of phrases, was as
follows: 66 sentences of length 7 (short), 68 sentences of length 13 ~ 14 (mid-
dle), and 66 sentences of length 18 ~ 50 (long). The phrase significance, the



dependency strength, and the value of o were set at values determined in the
prelimimary experiments. Sentence compression was done at each of 5 compres-
sion rates. For comparison, sentence compression was also conducted by the
subject in Group Z (only one subject) for the same sentence set. Furthermore, a
random compression experiment was carried out. Thus, 15 compressed sentences
(3 ways of compression multiplied by b steps of compression rate) were generated
for each original sentence.

6 Subjective Evaluation

The total impression of each compressed sentence, taking both retention of the
original information and grammatical correctness into account, was evaluated
with a score 1 (poor) ~ 6 (good) by the subjects in Group W. They were pre-
sented the original sentence, and then the 15 compressed sentences in random
order. They were not told how those compressed sentences were generated, and
given enough time for evaluation. This process was repeated for the 200 sen-
tences in Set D). Scores were averaged over the compressed sentences at each
compression rate for each subject. Then, those scores were further averaged and
standard deviation was calculated over the subjects at each compression rate as
shown in Table 4.

Table 4. Mean score and standard deviation over the subjects.

Compression Rate (%)
80 65 50 35 20
System ||4.7640.53|3.92+0.49|3.33+£0.33|2.85+0.32|2.11+0.36
Human |5.53+0.37|4.884+0.48|4.414+0.38|3.734+0.29|2.611+0.33
Random||4.8940.55|3.75+0.59|3.04+£0.53|2.2940.46|1.67+0.38

It is seen in Table 4 that compression by a human outperforms both compres-
sion by the system and random compression. For compression rates lower than,
or equal to 65%, compression by the system is significantly better than ran-
dom compression. As the compression rate becomes lower, the superiority of
compression by the system over random compression becomes more obvious.

Table 5. Evaluation score by Subject 1 and Subject 4.

Subject 1||Compression Rate (%) Subject 4||Compression Rate (%)
80 | 65 | 50 | 35 | 20 80 | 65 | 50 | 35 | 20

System {|5.07|4.02(3.38|2.88|2.20 System {|5.33|4.70(3.90|3.43|2.67
Human ||5.82(5.17|4.65|3.80|2.74 Human ||5.86/5.39|4.81|4.15|3.18
Random |{|5.00|3.60(2.86|2.09|1.56 Random |{|5.77|4.87]4.07|3.13|2.35

The standard deviations in Table 4 show that there are considerable variations
among the scores by different subjects. It is also noted that in the case of random



compression, the standard deviations are larger than those in other two cases.
Table b shows two examples of scores by different subjects. Subject 1 judged
that compression by the system is considerably better than random compres-
sion, while Subject 4 did not. Also, Subject 4 tends to give higher scores than
Subject 1 on the whole. The large variations among subjects might come from
the fact that they were asked to evaluate compressed sentences from a view point
of information retention and grammatical correctness altogether. Therefore, 1t
is possible that some subjects payed more attention on grammatical correctness
than on information retention, while others did not. To resolve this problem,
separate evaluation for information retention and grammatical correctness will
be necessary.

7 Conclusion

Based on the algorithm previously proposed, a Japanese sentence compression
experiment was conducted. The result of subjective evaluation showed that sen-
tence compression using the algorithm is significantly better than random com-
pression, though not reaching the human performance. Our future work includes

1) Tmprovement on the definitions of the phrase significance and the depen-
dency strength.

2) Separate evaluation for information retention and grammatical correctness.

3) Employment of more subjects to generate human-compressed sentences.
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