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Abstract. Question Answering systems (QA) try
to detect snippets of text in a collection of docu-
ments, which contain the response to a user’s
query. The complexity of QA systems reduces the
applicability of these systems to smaller collec-
tions of documents. Therefore, QA systems usu-
ally employ different tools to reduce to text to
work in, such as Information Retrieval (IR) sys-
tems. In this paper, we are proposing a Passage
Retrieval tool in order to improve the precision
and efficiency of a QA system as it was used in
the last TREC-10 QA track. Here, we are
evaluating this new tool against a standard IR
system, and better results have been obtained.

1 Introduction

Information Retrieval (IR) systems receive as input a user’s
query, and they have to return a set of documents sorted by
their relevance to the query. There are different techniques
to carry out the document extraction process, but most of
them are based on pattern matching modules, where they
calculate the number of times that a query term appear in
each document, as well as they calculate the importance or
weight of each term. Question Answering (QA) systems try
to improve the output generated by IR systems by means of
returning just snippets of text that are supposed to contain
the response. QA systems uses Natural Language Process-
ing as well as IR techniques in order to fully understand the
text, and in this way, firstly they check if the document can
contain the right answer and secondly they find the piece of
text that contains it. Since these NLP techniques are com-
putationally expensive, then QA systems have to reduce
the amount of text to process. In this way, they usually
work on the output of an IR system [10] or in the output of
a Passage Retrieval (PR) system that selects the most rele-
vant passages of each document [4]. Presently, several PR
systems [2][5][8][9] have been proposed. These systems
deal with fragments of text in order to determine if a
document is relevant or not, and can use similar techniques
as IR systems. IR systems are mainly based on three mod-

els: the cosine model [15], the pivoted cosine model1 [17],
and the probabilistic model called okapi [18]. Moreover,
IR systems usually employ query expansion techniques that
frequently improve their precision. These techniques can
be based on thesaurus [21] or on the incorporation of the
most frequent terms in the most relevant documents se-
lected [7].
In [20], the QA system used in the TREC-9 (Text Retrieval
Conference) QA track is presented. It worked on the first
50 documents returned by a standard IR system. In the
TREC-10 [19], this QA system was improved by using the
PR system called IR-n [11], and in spite of the increase in
the difficulty of the questions, as it was expected, the ob-
tained results were better than in TREC-9 (the mean recip-
rocal range rose 7 points).
In this paper, we are analysing the importance of the IR-n
PR system for QA as it was used in TREC-10. The follow-
ing section briefly presents the backgrounds in IR, PR and
QA. Section 3 shows the architecture of IR-n. In Section 4,
the evaluation is presented. Finally, we present the conclu-
sions of this work.

2 Backgrounds in Question Answering and
Passage Retrieval

2.1 Information Retrieval and Passage Retrieval

Let us suppose that the following question is posed to an
IR system:Who killed Lincoln?The IR system would sort
the documents by relevance to the query. Therefore, it
would calculate the similarity between each document and
the question by means of calculating the frequency of each
query term in the document. This produces that bigger
documents can be preferred. A possible alternative to these
models of IR is the one that calculates the similarity in
accordance with the relevance of the passages in the docu-
ment. This new model of IR systems is calledPassage
Retrieval(PR), and its main advantage is that it is not af-
fected by the length of each document as well as it obtains
better precision. Moreover, PR systems allow QA systems
to work with smaller pieces of text instead of whole docu-
ments. The improvement can be between 20 and 50%
[2][9].

1 It is a modification of the cosine model. It tries to reduce the
problem of the preference for bigger documents.



Two classifications can be accomplished in PR. The first
one is in accordance with the way of dividing the docu-
ments into passages. The second one is in accordance with
the moment in which the passage segmentation is carried
out. With reference to the first classification, it is generally
agreed the one proposed in [2], where it distinguishes be-
tween models based on discourse, semantic models, and
window models. The first one uses the structural properties
of the documents, such as sentences or paragraphs (e.g. the
one proposed in [13], [16]) in order to define the passages.
The second one divides each document in semantic pieces,
according to the different topics in the document [5]. The
last one uses windows of a fixed size (usually a number of
terms) to form the passages ([2], [8]).
It looks coherent that discourse-based models are more
effective since they are using the structure of the document
itself. However, the greater problem of them is that the
results could depend on the writing style of the document
author. On the other hand, window models have the main
advantage that they are simpler to accomplish, since the
passages have a previously known size, whereas the re-
maining models have to bear in mind the variable size of
each passage. Nevertheless, discourse-based and semantic
models have the main advantage that they return logic and
coherent fragments of the document, which is quite impor-
tant if these systems are used for other applications such as
QA
According to the second PR classification, we can distin-
guish between those that previously segment the document
into passages, and those that segment after the query is
posed. The first one allows a quicker calculation, but the
second one allows different segmentation models in accor-
dance with the kind of query. The experiments presented in
[9] show that the second one presents considerable advan-
tages.
The passage extraction model that we are proposing, IR-n,
allows us to benefit from the advantages from discourse-
based models since logic information units of the text, such
as sentences, form the passages. Moreover, another novel
proposal in our PR system is the relevance measure, which
unlike other discourse-based models, is not calculated from
the number of passage terms, but the fixed number of pas-
sage sentences. This fact, allows a simpler calculation of
this measure unlike other discourse-based or semantic
models. Although we are using a fixed number of sen-
tences for each passage, we consider that our proposal
differs from the window models since our passages does
not have a fixed size (i.e. a fixed number of words) be-
cause we are using sentences with a variable size. Further-
more, IR-n segments after the query is posed, which allows
us to determine the number of sentences in the passage in
accordance with the kind of query.

2.2 Question answering

Let us suppose that the previous question is also issued to a
QA system:Who killed Lincoln?The QA system would
search for the piece of text that contains the response to the
question. Computational Linguistic community has shown

a recent interest on QA, and it comes after developing
Information Extraction systems, which have been evaluated
in Message Understanding Conferences (MUC). Specifi-
cally, the interest was shown when in TREC-8, appears a
new track on QA that tries to benefit from large-scale
evaluation, that was previously carried out on IR systems,
in previous TREC conferences.
If a QA system wants to successfully obtain a user’s re-
quest, it needs to understand both texts and questions to a
minimum level. That is to say, it has to carry on many of
the typical steps on natural language analysis: lexical, syn-
tactical and semantic. This analysis takes much more time
than the only statistical analysis that is usually carried out
in IR. Besides, as QA has to work with as much text as IR,
and the user needs the answer in a limited interval of time,
it is usual that an IR system processes the query and after,
the QA system will continue with its output. In this way,
the time of analysis is highly decreased.
Some of the best present QA systems are the following:
[3][4][14][6]. After studying these systems, it seems agree-
able the following general architecture, that is formed by
four modules, where document retrieval module is accom-
plished by using IR technology:

• Question Analysis.
• Document Retrieval.
• Passage Selection.
• Answer Extraction.

3 IR-n overview

In this section, we describe the architecture of the proposed
PR system, namely IR-n, focusing on its three main mod-
ules: the indexing, the document extraction and query
expansion modules.

3.1 Indexing module

The main aim of this module is to generate the dictionaries
that contain all the required information for the document-
extraction module. It requires the following information for
each term:

• The number of documents that contain the term.
• For each document:

− The number of times that the term appears in
the document.

− The position of each term in the document: the
number of sentence and position in the sen-
tence.

Where we consider as terms, the stems produced by the
Porter stemmer on those words that do not appear in a list
of stop-words, list that is similar to those used in IR sys-
tems. For the query, the terms are also extracted in the
same way, that is to say, their stems and positions in the
query for each query word that does not appear in the list
of stop-words.



3.2 Document extraction module

This module extracts the documents according to its simi-
larity with the user’s query. The scheme in this process is
the following:
1. Query terms are sorted according to the number of
documents in which they appear, where the terms that
appear in fewer documents are processed firstly.
2. The documents that contain some query term are ex-
tracted.
3. The following similarity measure is calculated for each
passagep with the queryq:

Similarity_measure(p, q) =� ∧∈ qpt tq,tp, W*W

Where:
Wp,t = loge(fp,t + 1).
fp,t is the number of times that the termt appears
in the passagep.
Wq,t= loge(fq,t + 1) * idf.
fq,t is the number of times that the termt appears
in the queryq.
idf = loge(N / ft + 1).
N is the number of documents in the collection.
ft is the number of documents that contain the term
t.

4. Each document is assigned the highest similarity meas-
ure from its passages.
5. The documents are sorted by their similarity measure.
6. The documents are presented according to their similar-
ity measure.

As it is noticed, the similarity measure is comparable to
cosine measure presented in [15]. The only difference is
that the size of each passage (the number of terms) is not
used to normalise the results. This difference makes the
calculation simpler than other discourse-based PR systems
or IR systems, since the normalization is accomplished
according to a fixed number of sentences per passage.
Another important detail to notice is that we are usingN as
the number of documents in the collection, instead of the
number of passages. That is because in [9] it is not consid-
ered relevant for the final results.
The optimum number of sentences to consider per passage
is experimentally obtained. It can depend on the genre of
the documents, or even on the type of the query as it is
suggested in [8].
As it is commented, the proposed PR system can be classi-
fied into discourse-based models since it is using variable-
sized passages that are based on a fixed number of sen-
tences (but different number of terms per passage). The
passages overlap each other, that is to say, let us suppose
that the size of the passage isN sentences, then the first
passage will be formed by the sentences from 1 to N, the
second one from 2 to N+1, and so on. We have decided to
overlap just one sentence based on the experiments ac-
complished in [12] in order to calculate the optimum num-
ber of overlapping sentences in each passage, where only
one overlapping sentence obtained the best results.

3.3 Query expansion modules

In IR-n several query expansion techniques were tested.
Firstly, synonyms obtained from WordNet were used to
expand the query, but worst results were obtained than
without query expansion in [11]. The issue and problems
of query expansion is also studied in [3]. Presently, IR-n is
using the blind relevance feedback model in order to ex-
pand the query as it is described in [1], in which it intro-
duces the 15 most frequent terms in the five first most
relevant passages of 10 sentences.

4 Evaluation

This section presents the experiment proposed for evaluat-
ing our approach and the results obtained. The experiment
has been run on the TREC-9 QA Track question set and
document collections.

4.1 Data collection

TREC-9 question test set is made up by 682 questions with
answers included in the document collection. The docu-
ment set consists of 978,952 documents from the TIPSTER
and TREC following collections: AP Newswire, Wall
Street Journal, San Jose Mercury News, Financial Times,
Los Angeles Times, Foreign Broadcast Information Ser-
vice.

4.2 Experiment

In order to evaluate our proposal we decided to compare
the quality of the information retrieved by our system with
the ranked list retrieved by the ATT IR system. Firstly,
ATT IR system was used for retrieving the first 1000 rele-
vant documents for each question. In order to measure the
relevance of these documents, Table 1 shows the results of
the following experiment. This Table shows the number of
questions whose answer can be found in the firstn docu-
ments returned by the ATT IR system. These results are
divided into two columns: one for only 100 questions, and
other one for all the 682 questions evaluated in TREC-9
QA track. This is for determine a training set of 100 ques-
tions, in which several experiments were carried out to
fine-tune our system.

n 100 questions 682 questions
5 62% 442 (64.90 %)

10 69% 479 (70.33 %)
20 77% 517 ( 75.91%)
30 82% 539 (79.14%)
50 83% 570 (83.70 %)

100 87% 595 (87.37 %)
200 89% 613 (90.01%)
500 92% 631 (92.65%)

Table 1. Questions rightly answered in then fist docu-
ments returned by ATT IR system.

One of these training experiments consists of working on
the output of the ATT system, in order to re-sort its output
using IR-n. Another experiment consists of using IR-n as
the main IR system, i.e. indexing the whole collections by



means of IR-n. In each experiment, a different number of
sentences in each passage was tested: 5, 10, 15 and 20
sentences. The relevance of each returned document was
measured by means of the tool provided by TREC organi-
zation that allows us to determine if a passage contains the
right answer. The two experiments are summed up in
Figure 1.

ATT IR-system

Documents

Questions

IR-n system

QA system

1000 more
relevant
documents

200 more relevant
passages

Documents

IR-n system

200 more relevant
passages

Answers

Figure 1. Description of experiments

4.3 Results obtained

Table 2 shows the obtained results for passages of 5, 10,
15 and 20 sentences using different systems. The first sys-
tem (IR-n Ref) is IR-n when it works on the 1000 docu-
ments returned by ATT system. The following two systems
work overall collections, where the second one (IR-n QE)
uses the blind relevance feedback model to expand the
queries, whereas the first one (IR-n) does not. Finally, the
results obtained by ATT system (previously shown in
Table 1) are presented.

Answer

Included

At 5

docs

At 10

docs

At 20

docs

At 30

docs

At 50

docs

At 100

docs

At 200

docs

IR-n Ref.

5 Sentences 57 66 78 83 85 88 93

10 Sentences 63 76 80 89 93 96 97

15 Sentences 70 78 83 89 94 95 96

20 Sentences 74 83 87 91 93 96 97

IR-n

5 Sentences 55 63 75 80 84 89 90

10 Sentences 60 73 78 87 92 95 97

15 Sentences 70 76 82 87 93 95 95

20 Sentences 72 80 86 90 92 96 96

IR-n . QE

5 Sentences 52 60 70 72 74 78 88

10 Sentences 59 68 77 79 82 84 91

15 Sentences 62 74 82 82 83 86 93

20 Sentences 65 75 83 86 87 89 94

ATT system

62 69 77 82 83 87 89

Table 2.Number of questions rightly answered (training
set of 100 questions).

From these results, the following conclusions can be ex-
tracted. Firstly, IR-n Ref obtains similar results than IR-n,
i.e. it is not improved when it works on the whole collec-
tions. Moreover, expansion query techniques have not
obtained the expected improvement, although IR-n always
improves the sorting provided by ATT-system. Finally, it
can be observed that the best results are obtained with
passages of 15 and 20 sentences, and that the percentage
obtained with 200 documents is quite acceptable. Further-
more, if we want to improve this percentage, the number of
document is highly increased.
After the training stage, the whole set of questions are
resolved, where IR-n Ref (with passages of 15 and 20
sentences) is compared with ATT system, whose results
are shown in Table 3. In Figure 2. is compared ATT-
system with IR-n system using passages of 20 sentences.
As it can be observed, our system reaches a maximum
improvement of 12 points with reference to ATT system
when only 20 documents are returned.

Answer
included

ATT system 15 Sent. 20 Sent.

At 5 docs 442 (64.90%) 488 (71.65%) 508 (74.59%)
At 10 docs 479 (70.33%) 549 (80.61%) 561 (82.73%)
At 20 docs 517 (75.91%) 584 (85.75%) 595 (87.37%)
At 30 docs 539 (79.14%) 600 (88.10%) 612 (89.96%)
At 50 docs 570 (83.70%) 623 (91.48%) 624 (91.62%)

At 100 docs 595 (87.37%) 640 (93.97%) 644 (94.56%)
At 200 docs 613 (90.01%) 648 (95.15%) 654 (96.03%)

Table 3.ATT-system versus IR-n system.
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Figure 2. Comparative of ATT-system and experi-
ments with IR-n (Passages of 20 sentences)

5 Conclusions and future works

In this paper, we have analysed the improvement obtained
by our Passage Retrieval (PR) system, called IR-n, with
reference to a standard IR system, ATT IR system. This
improvement has been measured on the TREC-9 QA track
questions. The improvement consists on a better precision,



and in reducing the amount of text that the QA system has
to work with. In the presented experiments, IR-n has shown
similar results when it works on the output of ATT system,
than when it works on the whole collections. Moreover, it
has proved to work better with passages of 15 and 20 sen-
tences, with a maximum improvement of 12 points with
reference to ATT system when only 20 documents are
returned. Furthermore, it is important to remark that query
expansion techniques have not obtained better results.
Finally, just mention that IR-n also allows us to work on
smaller pieces of text, i.e. the QA system can only work on
the passages instead of the whole document. In this way, an
improvement of 7 points in the mean reciprocal range was
obtained in TREC-10.
As future works, we intend to determine the optimum size
of passages in accordance with the kind of question, in
order to improve the precision of the system. Moreover, we
are trying to improve the relationship between IR-n and the
following QA system, in order to detect the maximum
number of passages to extract for each query.
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