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- hypertree-width variants for hypergraphs, Gottlob, Leone \& Scarcello (2002),
- directed tree-width by Johnson, Robertson, Seymour \& Thomas (2001), followed by DAG-width or Kelly-width, etc. . .
- graph clique-width defined by Courcelle \& Olariu (2000), which is a rather different, logic-motivated concept; it interests us since clique-width directly motivated graph rank-width,
- and few more notions (path-width, bandwidth, cut-width, $* * * * *$ ).
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The hardness results
carry over to matroid branch-width / tree-width, and to graph rank-width.
The FPT results here
can be extended to matroids over finite fields, and to graph rank-width. ...
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$$
\text { width }(e)=\lambda(X)=\lambda(E \backslash X),
$$

where $X$ is "displayed" by $e$ in the tree.
Branch-width $\operatorname{bw}(\lambda)=$ min. of max. edge widths over all decompositions.
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$E=E(M)$ and $\lambda(X)=\mathrm{r}_{M}(X)+\mathrm{r}_{M}(E \backslash X)-\mathrm{r}(M)+1$
(The "dimension" of the intersection of spans of $X$ and $E \backslash X$ in M.)
- Graph rank-width:
(as motivated by clique-width)

$$
A(G) \rightarrow
$$

$E=V(G)$ and $\lambda(X)=\operatorname{rank}(A(G)[X, E \backslash X])$ over $G F(2)$.
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- Matroids (over finite fields) - there is a computable finite set of forbidden minors for the matroids of branch-width $\leq k$, and we have a decomposition of width $\leq 3 k$ from Theorem 2.

Hence the branch-width as a number can be determined efficiently, but an optimal decomposition does not follow.

- Same with graph rank-width - there is a computable finite set of forbidden vertex-minors for the graphs of rank-width $\leq k$, and we have a decomposition of width $\leq 3 k$ from Theorem 3 .

How can we get an optimal decomposition?

An idea motivated by Geelen [private communication]. . .
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This scheme leads to $O\left(n^{3}\right)$ calls to $\lambda^{\mathcal{P}}$-queries, but we manage to speed it up to just $O\left(n^{2}\right)$ queries:

- At the top level of recursion, process not only the first admissible pair $P_{1}, P_{2}$ in step 3, but all such pairwise disjoint pairs.
- At deeper levels, process only such pairs that $P_{1}$ of it has been processed one level up.
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Starting with a partitioned matroid $M, \mathcal{P}$, we arrive at normalized matroid $M^{\#}$. ( $M^{\#}$ may require a slightly larger field to be represented over.)

Theorem 6. The branch-width of $\lambda^{\mathcal{P}}$ on $M$ is equal to $\operatorname{bw}\left(M^{\#}\right)$.
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## 4 Our new Algorithm, a Sketch

We want to "squeeze" the alg. of Section 3 inside the old matroid bw. algorithm...

- Start with a $3 k$-decomposition of $M^{\#}$ (Theorem 2), otherwise NO.
- Now, "merging" parts $P_{1}, P_{2} \in \mathcal{P}$ means adding a new titanic gadget, which can be done linearly while increasing the decomp. width by $<\ell$.
- Testing bw. of the merged partition then means checking the appr. forbidden minors, which is again linear using the current decomposition.
- Whenever a "mergeable" pair $P_{1}, P_{2} \in \mathcal{P}$ is found, we must update our decomposition, down to width $\leq 3 k$ again.
This can be done in quadratic time, cf. the proof of Theorem 2.
Altogether, we really get $n^{2} \times O(n)+n \times O\left(n^{2}\right)=O\left(n^{3}\right)$ time!
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Fact. We change every graph $G$ to the associated bipartite graph with its canonical vertex partition. The value of rank-width exactly doubles.

