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## The end of the story, or can one get more?

- Hmmmm, the runtime is (roughly) $\left.|V(G)| \cdot 2^{2^{2}}\right\}^{\sim} \phi$, but
- [Frick-Grohe] non-elementary dep. on $\phi$ unavoidable unless $\mathrm{P}=\mathrm{NP}$ !
- Yet, more on "optimality": cannot get much above bd. tree-width, for $\mathrm{MSO}_{2}$ by [Kreutzer-Tazari], and col.- $\mathrm{MSO}_{1}$ by [Ganian et al.]
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## YES - can do elementary model checking

- [NEW]: Namely, $\forall d$ can do all $\mathrm{MSO}_{2}$ in time $|V(G)| \cdot f_{d}(\phi)$, where $f_{d}(\phi)$ is elementary, on the graphs of tree-depth $\leq d$. (much wider than bounded vertex cover)
- and, can find new wider classes with elementary $\mathrm{MSO}_{1}$ m.c.
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## Expressive power

- Can express, e.g., connectivity, 3-colourability ( $\mathrm{MSO}_{1}$ ),
- can do Hamiltonian, spanning tree $\left(\mathrm{MSO}_{2}\right.$, but not $\left.\mathrm{MSO}_{1}\right)$,
- and extensions can enumerate / optimize over solutions...
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## for the $\mathrm{MSO}_{2} / \mathrm{MSO}_{1}$ theorems

One can use classical logic interpretation:

- tree-decomposition $\rightarrow$ small (bounded-size) bags $\rightarrow$ encoded with finitely colours in tree nodes,
- tree-decomposition $\rightarrow$ bag intersections $\rightarrow$ tree edges, and
- $\mathrm{MSO}_{2}$ sentence $\rightarrow \mathrm{MSO}$ over the coloured tree.
- (Similarly for clique-width and $\mathrm{MSO}_{1} \ldots$ )

The conclusion. Enough to study MSO properties of coloured trees!

## 4 The Ground: Trees vs. Shrubs

Coloured MSO model checking in time...

$\left.|T| \cdot \quad 2^{2^{2 \cdot \cdot^{*}}}\right\}$ quant-alt $(\phi)$
vs. $\left.\quad|T|+2^{2^{2}}\right\}$ shrub height
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The remaining copies are irrelevant for $R^{+} \models \varrho$.
Corollary. For a given tree $T$, there is (efficiently) a subtree $T^{\prime} \subseteq T$ such that $T \models \varrho \Longleftrightarrow T^{\prime} \models \varrho$, and $T^{\prime}$ is of bounded size. Hence there is a kernelization FPT algorithm with runtime
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- So, what is the main problematic point of handling general $R$ ?

Set variables so much different?
Not quite, just treat their valuation as unary predicates (add. labels).
One set valuation can "hit" all the copies of $R$.
Yes, this makes a difference, but already handled in [Lampis] above.
Where is the problem, exactly?
Every copy of $R$ may be "hit" differently!
Cons., the repetition threshold depends on $\phi$ and on the size of $R$.
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## for $\mathrm{MSO}_{2}$ :

- Faster (elementary in $\phi$ ) $\mathrm{MSO}_{2}$ model checking on all the graphs of bounded tree-depth.
[Nešetřil, Ossona de Mendez]:
Tree-depth of $G=$ the min. height of a rooted forest whose closure contains $G$,
or, catching the robber with cops that cannot be lifted back to
 the helicopter.


## for $\mathrm{MSO}_{1}$ :

- Faster (elementary in $\phi$ ) $\mathrm{MSO}_{1}$ model checking on ...


## for $\mathrm{MSO}_{1}$ :

- Faster (elementary in $\phi$ ) $\mathrm{MSO}_{1}$ model checking on ... clique-width-like graph classes of bounded depth (???).
- Which "depth" we mean?


## for $\mathrm{MSO}_{1}$ :

- Faster (elementary in $\phi$ ) $\mathrm{MSO}_{1}$ model checking on ... clique-width-like graph classes of bounded depth (???).
- Which "depth" we mean?

Say, m-partite cographs having a co-tree repres. of bounded depth: [Ganian, PH, Nešetřil, Obdržálek, Ossona de Mendez, Ramadurai]


## for $\mathrm{MSO}_{1}$ :

- Faster (elementary in $\phi$ ) $\mathrm{MSO}_{1}$ model checking on ... clique-width-like graph classes of bounded depth (???).
- Which "depth" we mean?

Say, m-partite cographs having a co-tree repres. of bounded depth: [Ganian, PH, Nešetřil, Obdržálek, Ossona de Mendez, Ramadurai]


- Shrub-depth (of a graph class) = the smallest depth for which all the graphs are $m$-partite cographs (for some $m$ ).
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## Open Questions

Many. .., but will particularly mention two:

- Is $\left|T^{\prime}\right| \sim 2^{\left.2 \text { ® }^{\prime}\right\} \text { height }}$ really unavoidable? In our approach, YES; but even elementary dependence on height could be possible...
- Trying to get elementary MSO model checking, can one go the other way?

That is, to find a reasonably restricted (and still "expressive") fragment of graph MSO giving elementary runtime dependence on the quantifier alternation depth?

