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1 Introduction

Large computing clusters and Grids have become common and widely used plat-
forms for the scientific and the commercial community. Efficient job scheduling in
these large, dynamic and heterogeneous systems is often a very difficult task [14].
Therefore, a lot of testing and evaluation is needed before some scheduling algo-
rithm is applied in the production system such as PBSpro [6] or LSF [15]. Due
to several reasons, such as the cost of resources, reliability, varying background
load or the dynamic behavior of the components, experimental evaluation is not
usually performed in the real systems. Many simulations with various setups
that simulate different real-life scenarios must be performed using the same and
controllable conditions to obtain reliable results. This is hardly achievable in the
production environment.

2 Available Data Sets

When performing simulations and testing, usually the workload traces from the
Parallel Workloads Archive (PWA) [3] or Grid Workloads Archive (GWA) [1]
are used to represent users’ jobs. However, these data do not contain several
parameters that are important for realistic simulations. Typically, very limited
information is available about the Grid or cluster resources. The number of ma-
chines in particular clusters, their architecture, the CPU speed, the RAM size or
the resource specific policies are not usually known. However, these parameters
often significantly influence the decisions and performance of the scheduler [10].
Moreover, no information concerning background load, resource failures, or spe-
cific users’ requirements are available. In heterogeneous environments, users of-
ten specify some subset of machines or clusters that can process their jobs. This
subset is usually defined either by the resource owners’ policy (user is allowed to
use such cluster), or by the user who requests some properties (cluster location,
library, software license, execution time limit, etc.) offered by some clusters or
machines only. Also, the combination of both owners’ and users’ restrictions is
possible. When one tries to create a new scheduling algorithm all such informa-
tion and constraints are crucial, since they make the algorithm design much more



complex. If omitted, resulting simulation may provide misleading or unrealistic
results as we show in Section 4.

3 MetaCentrum Data Set

Since the current archives miss to provide truly complete data sets, we were
very happy that we were kindly allowed by the MetaCentrum team to create
the data set covering many previously mentioned issues. Namely, this data set
contains trace of 103,620 jobs executed during the first five months of 2009
as well as detailed description of computational nodes. Job description is very
complex, including e.g., the maximum runtime limits for jobs or their specific
requirements concerning target platform (CPU architecture, location, network
interface, etc.). Also the description of clusters contains detailed information
involving CPU speed, RAM size, CPU architecture, operating system and the
list of supported properties (allowed queue(s), cluster location, network inter-
face, etc.). Together, these detailed information about jobs and machines allow
to use so called specific job requirements representing the “job-to-machine” suit-
ability. Moreover, information about machines that were not available has been
collected, covering the time periods when machines were either in maintenance
(failure/restart) or dedicated for specific purposes. Finally, the list of queues
including their time limits and priorities is provided. The MetaCentrum data
set is publicly available at http://www.fi.muni.cz/~xklusac/workload. Cer-
tainly all information in the data set containing private information such as user,
machine, queue or job names or names of specific parameters were anonymized.

4 Evaluation

Once the complex data set from the MetaCentrum was available, we could an-
swer the question whether the additional information and constraints such as
machine failures or specific job requirements influence the quality of the solution
generated by the scheduling algorithms. For this purpose, two different problems
have been considered and then simulated using the Alea job scheduling simu-
lator [8]. The first BASIC problem involved the use of MetaCentrum data set
where both machine failures and specific job requirements were ignored. This
setup is quite similar to the typical amount of information available in the GWA
or PWA archives that do not provide information about machine failures or
specific job requirements. The second EXTENDED problem used all informa-
tion available in the MetaCentrum data set, therefore both machine failures and
specific job requirements have been used during the simulation. Five different
scheduling algorithms have been used in this evaluation. The algorithms FCFS,
EASY backfilling (EASY) [12], and conservative backfilling (CONS) [4, 13] repre-
sent standard queue-based algorithms. The other two algorithms were developed
as a part of our work. The CP algorithm is based on the ideas of constraint pro-
gramming [11] and the local search (LS) [9] is an optimization procedure using



conservative backfilling for construction of the initial solution. The average slow-
down [5] and average wait time [2] have been used as the evaluation criteria here
(additional results are available in [10]).

The Figure 1 shows the results for all algorithms applied in this study. Clearly,

Fig. 1. The average slowdown (left) and average wait time (right) for BASIC and
EXTENDED problem.

when the BASIC problem is applied, the differences between algorithms are not
very large, while the differences start to grow as soon as the EXTENDED prob-
lem is used. The solution produced by a given algorithm for the EXTENDED
problem, is always worse than for the BASIC problem. Moreover, the relative
differences between algorithms are much higher which can be seen especially in
the extreme case of FCFS, which totally failed to generate acceptable results.
On the other hand, LS optimization of CONS is very successful, significantly
decreasing both slowdown and response time. Clearly, additional features such
as machine failures or specific job requirements add nontrivial constraints into
the decision making process of selected algorithms. Experimental results showed
that these constraints should not be ignored otherwise the simulation results are
very unrealistic.

5 Conclusion

The use of complete and “rich” data set may significantly influence the qual-
ity of generated solution as we have published in [10, 7]. In addition, we have
shown that similar observations can be made also for other publicly available
data sets [10]. If possible, complete data sets should be collected and used to
evaluate scheduling algorithms under harder conditions. Their use may narrow
the gap between the “ideal world” of simulations and the real-life experience,



producing more reliable and realistic experiments. Realistic simulations help to
quickly identify possible weaknesses in the algorithm design, allowing to make
them more robust and scalable. From this point of view, complex data set from
MetaCentrum represents an important source of valuable information for the
scientific community.
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7. Dalibor Klusáček and Hana Rudová. Complex real-life data sets in Grid simula-

tions. In Cracow Grid Workshop 2009 Abstracts (CGW’09), 2009.
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